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Praise for Real-Time Agility

“Regardless of your perceptions of Agile, this is a must read! Douglass’s book is a powerful and
practical guide to a well-defined process that will enable engineers to confidently navigate the
complexity, risk, and variability of real-time and embedded systems—including CMMI
compliance. From requirements specification to product delivery, whatever your modeling and
development environment, this is the instruction manual.”

—Mark Scoville, software architect

“This book will provide you with the framework of agile development for real-time projects
ranging from embedded systems to web-based, data collection applications. I wish I had this
book three years ago when we began a real-time, embedded drilling control system project, but
all my engineers will be getting copies now that it is available. And, for my academic
colleagues, this is the perfect book for graduate seminars in applied software development
techniques.”

—Don Shafer, chief technology officer, Athens Group;
adjunct professor, Cockrell School of Engineering,
The University of Texas at Austin

“We have used Dr. Douglass’s books on real-time (Doing Hard Time, Real-Time UML, and
Real-Time Design Patterns) for years. His books are always informative, accessible, and
entertaining. Real-Time Agility continues that tradition, and I can’t wait to introduce it to my
colleagues.”

—Chris Talbott, principal software designer

“Until now, agile software development has been mostly applied within the IT domain. This
book breaks new ground by showing how to successfully traverse the perceived chasm between
agility and real-time development. Although embedded systems impose challenging
constraints on development teams, you can always benefit from increasing your agility.”

—Scott W. Ambler, chief methodologist/Agile, IBM Rational;
author of Agile Modeling
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Foreword

One of the things I have always admired about Bruce is his ability to take a complex,
potentially deadly serious topic—in this case, real-time and embedded systems development—
and make it interesting, approachable, and practical.

Bruce has contributed a large and important body of work to this domain. In his previous
books on developing real-time systems, Bruce has attended to the issues of an underlying
theory, best practices for modeling, and the codification of design patterns. In this present
work, he turns his attention to the human elements: How does one develop quality real-time
and embedded systems in a repeatable, predictable, reliable fashion? To that end, Bruce weds
the evolving field of agile development with real-time development. He brings to the table
considerable experience in developing and delivering real systems, and thus his observations
on the specific needs of embedded systems are both relevant and credible.

As you'll see by reading this book, Bruce is somewhat of a Renaissance man. You don’t often
see a software book that contains code, UML models, some hairy mathematical formulas, and
entertaining prose all in one package, but Bruce does pull it off. In reading his work, I often
found myself nodding a vigorous yes, or being pleasantly jolted by his insights. Bruce’s work is
methodical, complete, and pragmatic. I hope that you will enjoy it as much as I have.

For as a classically trained musician raised by wolves, Bruce has certainly made a difference in
this industry.

—Grady Booch

IBM Fellow



Preface

Back in 1996, I perceived a need for guidance on the development of real-time and embedded
systems. By that time, I had built many such systems in various domains, such as medical,
telecommunications, consumer electronics, and military aerospace, over the previous 20-odd
years. I had developed a process known as ROPES (Rapid Object-Oriented Process for
Embedded Systems) based on that experience. The development projects provided a cauldron
for development (adding a bit of this and a scooch of that) and evaluation of the concepts and
techniques. The evaluation of the techniques in real projects turned out to be invaluable
because truth is often different from theory. What worked well was kept and what didn’t was
culled. Over time, ROPES was integrated with systems engineering (with the help of Dr. Hans-
Peter Hoffmann), resulting in the Harmony process. Later, with the acquisition of I-Logix by
Telelogic, Harmony was elaborated into a family of processes of which embedded systems
development was a member (Harmony/ESW).

My original thought for providing guidance included producing a set of books on the topics of
real-time theory, modeling real-time systems (with a companion book providing detailed
exercises), developing real-time architectures, and efficient development techniques and
processes. While that vision changed a bit over the next 12 years, I dutifully proceeded to
begin capturing and elaborating the ideas, creating the examples, and writing the chapters. I
had written several books before, so I had an idea of the extent of the work I had undertaken
(although it turns out that I seriously underestimated the effort). In parallel with this writing
effort, my “day job” kept me very busy consulting to customers in a variety of embedded
domains; contributing to standards such as the UML, the UML Profile for Schedulability,
Performance, and Time, SysML, and others; and speaking at dozens of conferences. I believe
the primary effect of these activities was to significantly improve the quality of the practices
through their repeated application in real projects.

Over the years, the resulting set of books realized the vision:

« Doing Hard Time: Developing Real-Time Systems with UML, Objects, Frameworks, and
Patterns (Reading, MA: Addison-Wesley, 1999) was the “real-time theory” book that focused
on the core concepts of real-time software-intensive systems.

 The Real-Time UML book has gone through two revisions so far (the third edition was
published by Addison-Wesley in 2004) and focuses on how to analyze and design real-time
systems with the UML.



« Real-Time Design Patterns: Robust Scalable Architectures for Real-Time Systems (Boston:
Addison-Wesley, 2002) provided a taxonomy of views for real-time system architectures and a
set of architectural design patterns that could be used to construct those architectures.

« Real-Time UML Workshop for Embedded Systems (Burlington, MA: Elsevier Press, 2006)
was meant to be the “lab book” to accompany Real-Time UML. It walks the reader through a
progressive series of exercises for both simple (traffic-light controller) and complex
(unmanned air vehicle) system examples.

This book is meant to complete that initial vision. It represents the experience I have gained
more than thirty years of developing real-time and embedded systems. In my work, I
emphasized early measures of correctness and just enough process to achieve the goals long
before Extreme Programming and agile methods became the buzzwords they are today. This
book is focuses on agility, “traveling light” along the road to software development. Doing
enough with process to improve the quality of the developed systems but not so much that the
workflows become a burden to the developer is the key goal for the Harmony/ESW process. I
firmly believe that a good process enables you to produce high-quality software in less time
with fewer defects; poor processes result in either lower quality or much higher development
cost.

Why Agile?

When you embark on a trip, you want to bring enough stuff with you to provide the
necessities, comfort, and support for the trip and its intended purpose. However, you live
within constraints about how much you can bring. Not only do the airlines limit the number of
bags you can bring; they also limit the weight and size of each. Plus, you have to somehow get
your luggage to the airport and from the airport to your destination. You must carefully select
the items you bring so that you don’t overburden yourself. When packing for a trip, you must
carefully weigh the convenience of having more stuff against the cost and risk of carrying it
around with you. Lots of people will give you advice, but the best advice will come from people
who travel extensively for the same purposes that you do.

Developing software processes is very similar. Developing software is not about entering in the
CPU operation codes in hexadecimal. It’s not about writing the assembly, or even the high-
level source code. It is about creating the software that meets the customer’s needs and fits
within the various constraints imposed by financial and technological limitations. It is about
discovering the best way to organize and orchestrate the machine op codes to achieve the
system’s mission. It is about analysis and design. That is not to say that source or assembly
code isn’t important, but these are really sidebars to the fundamental concerns.



It turns out that software development is difficult. It requires invention on a daily basis. It is
very hard to develop software that consistently does the right thing at the right time and does
not have unintended side effects. Software development brings its own baggage, such as
written documentation, review processes, change management processes, software
development processes, testing processes, various work products, and tools.

Like the airline traveler, you must decide what baggage you need to bring along during the trip
and what you can (and perhaps should) do without.

There are many software development processes from which to choose. The best of these are
developed by thoughtful, smart, and experienced people. Far too many processes are defined
by people who don’t have the experience and won’t have to develop software using the
techniques and workflows that they come up with. The resulting processes are often incredibly
cumbersome, bloated by extra documentation and ancillary work that is included “for
completeness.” It’s like travel policies created and managed by people who don’t actually
travel, and therefore don’t feel the pain that their policies entail. Such policies are rarely
appreciated by the people who actually have to plan and travel.

Does this mean what many software developers have come to believe—that processes are at
best burdens to be borne and at worst, impediments to the actual development of software?
No; I believe process adds value. A good process provides guidance for the efficient
development of high-quality software that meets the needs of the customer. Sadly, too many
processes don’t meet this need. They often require you to carry too much baggage along the
way. Even worse, they often require you to carry items in your bags that don’t aid you at all in
achieving your goals.

Agile methods are a reaction to these heavyweight approaches to software development. Just
as the efficient traveler needs just enough baggage, the effective software developer needs just
enough process. Agile methods promote “traveling light”—using enough process to make you
efficient and to create great software without spending extra effort performing tasks that don’t
add much value.

This book is about agile methods and how they can be applied to the development of real-time
embedded-software-intensive systems. Many of these systems are large in scale and rigorous
in their need for quality. Others are small and can be developed by a single person or a small
team. Agile methods apply well to all such systems. The trick is to decide how much baggage
you need to carry the elements you really need for the trip.

The delivery process detailed in this book is known as Harmony/ESW (for Embedded
SoftWare). It is a member of the Harmony process family—a collection of best practices for



software and systems development. Harmony/ESW uses a spiral development approach,
incrementally developing the system with continuous execution, which provides immediate
feedback as to the correctness and quality of the software being developed. It has been
successfully applied to projects both small (3 people or fewer) and large (more than 100
people). It emphasizes the development of working software over the creation of
documentation. It emphasizes correctness over paperwork and efficiency over artificial
measures of completeness.

I hope you enjoy your trip.

Audience

The book is oriented toward the practicing professional software developer, the computer
science major in the junior or senior year, project and technical leads, and software managers.
The audience is assumed to have familiarity with the UML and basic software development
and an interest in effective development of real-time and embedded software. Readers who
need more information about UML or real-time concepts are referred to my other books, listed
previously.

Goals

The primary goal of this book is to provide guidance for the efficient and effective development
of real-time and embedded software. To this end, the first two chapters focus on the
introduction of the basic concepts of agility, model-based development, and real-time systems.
The next two chapters highlight the key principles and practices that enable rapid development
of high-quality software and provide an overview of the Harmony/ESW process concepts. The
remaining chapters take you through the process, providing detailed workflows, work product
descriptions, and techniques.

About This Book

It should be noted that this book is about applying agile methods to the development of real-
time and embedded systems. These systems, as discussed above, have some special
characteristics and properties not found in traditional IT or desktop software. For that reason,
some of the practices and implementation approaches will be a bit different from those
recommended by some other authors.



In addition to being agile, the processes presented in this book also take advantage of other
standards and techniques. One such is model-driven development (MDD). Model-driven
development is the generic term for Model-Driven Architecture (MDA), an OMG" standard for
developing reusable software assets that is being applied very effectively in aerospace and
defense systems.

1. Object Management Group, not “Oh, my God,” as some people believe.

Applying agile methods to modeling is not new. Scott Ambler’s excellent book on agile
modeling® provides a good discussion of agile methods in the context of using UML and the
Rational Unified Process (RUP). This book differs in a couple of ways. First and foremost, this
book applies both agile and MDD to the development of real-time and embedded systems.
Many of these systems have special concerns about safety and reliability, and I will talk about
how to address those concerns with agility. Second, this book uses the Harmony/ESW process
as its basis, rather than the Unified Process. The processes are superficially similar, but the
former focuses heavily on the special needs of real-time and embedded systems, particularly
on quality of service, safety, and reliability and how they can be effectively managed. The third
and final primary difference is the emphasis on the use of technology to automate certain
aspects of development, especially in the use of highly capable modeling and testing tools. The
process doesn’t require high-end tools but takes advantage of them when it can.

2. Scott Ambler, Agile Modeling: Effective Practices for eXtreme Programming and the
Unified Process (New York: John Wiley & Sons, 2002).

In addition to standards, this book emphasizes the use of technology to make your
development life better and easier. Just as few people insist on coding in assembler, today’s
modeling technology allows us to “raise the bar” in productivity by using tools to validate the
correctness of models, generate application code, provide “automatic” documentation, enable
trade-off analysis, and so on.

The value proposition of agile methods is significantly enhanced when it is used in conjunction
with such standards and technologies. To be clear, the practices and process workflows
presented in this book are agile and adhere to the basic goals and principles of agile methods,
but they also embrace advances in processes and technologies to leverage that agility. The
guidance in this book is both practical and proven and is the culmination of decades of
personal experience developing, managing, or consulting to projects in this space. As a side
note, most of the analysis and design examples in this book are of a Star Trek transporter
system. Although I had to invent some physics for this, my son (a physics major himself) kept
me from being too fast and loose with the laws of the universe. It was a fun design to create.
Appendix A contains the requirement specifications for the system in case you want to



implement it yourself.

Accessing the Harmony/ESW Process Content

This book discusses in detail the Harmony/ESW process content and how it can be used to
implement agile methods for real-time and embedded systems development. By the time you
read this, the Harmony/ESW process content should be integrated into the Rational Method
Composer (RMC) content, available at www-01.ibm.com/software/awdtools/rmc/.

RMC is a flexible process management platform for authoring, managing, and publishing
process content. It comes with an extensive library of best practices including the Rational
Unified Process (RUP). It is used by companies and project teams needing to manage their
development approaches to realize consistent, high-quality product development. The Web site
includes the ability to download a trial copy or purchase the tool and related content.

Note: All process content on the above-mentioned Web site is the property of IBM.


http://www-01.ibm.com/software/awdtools/rmc/
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Chapter 1
Introduction to Agile and Real-Time Concepts

Different people mean different things when they use the term agile. The term was first used
to describe a lightweight approach to performing project development after the original term,
Extreme Programming (XP)," failed to inspire legions of managers entrusted to oversee
development projects. Basically, agile refers to a loosely integrated set of principles and
practices focused on getting the software development job done in an economical and efficient
fashion.

1. Note that important acronyms and terms are defined in the Glossary.

This chapter begins by considering why we need agile approaches to software development and
then discusses agile in the context of real-time and embedded systems. It then turns to the
advantages of agile development processes as compared to more traditional approaches.

1.1. The Agile Manifesto

A good place to start to understand agile methods is with the agile manifesto.? The manifesto
is a public declaration of intent by the Agile Alliance, consisting of 17 signatories including
Kent Beck, Martin Fowler, Ron Jeffries, Robert Martin, and others. Originally drafted in 2001,
this manifesto is summed up in four key priorities:

2. http://agilemanifesto.org/. Martin Fowler gives an interesting history of the drafting at
http://martinfowler.com/articles/agileStory.html.

« Individuals and interactions over processes and tools
« Working software over comprehensive documentation
 Customer collaboration over contract negotiation

« Responding to change over following a plan

To support these statements, they give a set of 12 principles. I'll state them here to set the
context of the following discussion:


http://agilemanifesto.org/
http://martinfowler.com/articles/agileStory.html

« Our highest priority is to satisfy the customer through early and continuous delivery of
valuable software.

« Welcome changing requirements, even late in development. Agile processes harness change
for the customer’s competitive advantage.

« Deliver working software frequently, from a couple of weeks to a couple of months, with a
preference to the shorter timescale.

« Business people and developers must work together daily throughout the project.

« Build projects around motivated individuals. Give them the environment and support they
need, and trust them to get the job done.

« The most efficient and effective method of conveying information to and within a
development team is face-to-face conversation.

« Working software is the primary measure of progress.

« Agile processes promote sustainable development. The sponsors, developers, and users
should be able to maintain a constant pace indefinitely.

« Continuous attention to technical excellence and good design enhances agility.
« Simplicity—the art of maximizing the amount of work not done—is essential.
« The best architectures, requirements, and designs emerge from self-organizing teams.

« At regular intervals, the team reflects on how to become more effective, then tunes and
adjusts its behavior accordingly.

Agile methods have their roots in the XP (Extreme Programming?®) movement based largely on
the work of Kent Beck and Ward Cunningham. Both agile and XP have been mostly concerned
with IT systems and are heavily code-based. In this book, I will focus on how to effectively
harness the manifesto’s statements and principles in a different vertical market—namely,
realtime and embedded—and how to combine them with modeling to gain the synergistic
benefits of model-driven development (MDD) approaches.*

3. See www.xprogramming.com/what_is_xp.htm or Kent Beck’s Extreme Programming
Explained (Boston: Addison-Wesley, 2000) for an overview.

4. A good place for more information about agile modeling is Scott Ambler’s agile modeling


http://www.xprogramming.com/what_is_xp.htm

Web site, http://www.agilemodeling.com/.

Note

Agility isn't limited to small projects. Agile@Scale is an IBM initiative to bring the benefits of agility to
larger-scale systems and projects. This initiative includes agile project tool environments such as Rational
Team Concert (RTC; based on the Jazz technology platform). Interested readers are referred to www-
01.ibm.com/software/rational/agile and www-01.ibm.com/software/rational/jazz/features.

1.2. Why Agile?

But why the need for a concept such as “agile” to describe software development? Aren’t
current software development processes good enough?

No, not really.

A process, in this context, can be defined as “a planned set of work tasks performed by workers
in specific roles resulting in changes of attributes, state, or other characteristics of one or more
work products.” The underlying assumptions are the following:

« The results of using the process are repeatable, resulting in a product with expected
properties (e.g., functionality and quality).

« The production of the goal state of the work products is highly predictable when executing
the process in terms of the project (e.g., cost, effort, calendar time) and product (e.g.,
functionality, timeliness, and robustness) properties.

« People can be treated as anonymous, largely interchangeable resources.

« The problems of software development are infinitely scalable—that is, doubling the resources
will always result in halving the calendar time.

As it turns out, software is hard to develop. Most existing development processes are most
certainly not repeatable or predictable in the sense above. There are many reasons proposed
for why that is. For myself, I think software is fundamentally complex—that is, it embodies the
“stuff” of complexity. That’s what software is best at—capturing how algorithms and state
machines manipulate multitudes of data within vast ranges to achieve a set of computational
results. It’s “thought stuff,” and that’s hard.
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The best story I've heard about software predictability is from a blog on the SlickEdit Web site
by Scott Westfall called the “The Parable of the Cave” (see sidebar).®> Estimating software
projects turns out to be remarkably similar to estimating how long it will take to explore an
unknown cave, yet managers often insist on being given highly precise estimates.

5. Used with permission of the author, Scott Westfall. The SlickEdit Web site can be found at
http://blog.slickedit.com/?p207.

The Parable of the Cave

Two people stand before a cave. One is the sagely manager of a cave exploring company whose wisdom
is only exceeded by his wit, charm, and humility. Let’s call him, oh, “Scott.” The other is a cave explorer of
indeterminate gender who bears no resemblance to any programmers past or present that this author may
have worked with and whose size may be big or little. Let’s call him/her “Endian.”

“Endian,” said Scott in a sagely voice that was both commanding and compassionate, “I need you to
explore this cave. But before you do, | need to know how long you think it will take, so that | may build a
schedule and tell the sales team when the cave will be ready.”

“Great Scott,” replied Endian using the title bestowed upon Scott by his admiring employees, “how can |
give you an answer when surely you know | have never been in this cave before? The cave may be vast,
with deep chasms. It may contain a labyrinth of underwater passages. It may contain fearsome creatures
that must first be vanquished. How can | say how long it will take to explore?”

Scott pondered Endian’s words and after a thorough analysis that might have taken days for others but
was completed in but a moment for him, he replied, “Surely this is not the first cave you explored. Are there
no other caves in this district? Use your knowledge of those caves to form an estimate.”

Endian heard these words and still his doubt prevailed. “Your words are truly wise,” said Endian, “but even
within a district the caves may vary, one from another. Surely, an estimate based on the size of another
cave cannot be deemed accurate.”

“You have spoken truly, good Endian,” replied Scott in a fatherly, supporting tone that lacked any trace of
being patronizing as certain cynical readers may think. “Here, take from me this torch and this assortment
of cheeses that you may explore the cave briefly. Return ere the morrow and report what you have
learned.”

The parable continues like this for pages, as parables are known to do. Let's see, Endian enters the cave .
.. something about a wretched beast of surpassing foulness . . . he continues on . . . hmm, that's what the
assortment of cheeses were for. Ah! Here we go.

Endian returns to Scott, his t-shirt ripped and his jeans covered in mud. Being always concerned with the
well-being of his employees, Scott offers Endian a cool drink, then asks, “Endian, what news of the cave?
Have you an estimate that | can use for my schedule? What shall | tell the sales team?”

Endian considers all that he has seen and builds a decomposition containing the many tasks necessary to
explore the cave based on his earlier reconnoitering. He factors in variables for risk and unknowns, and
then he responds, “Two weeks.”


http://blog.slickedit.com/?p207

In addition, the scope of software is increasing rapidly. Compared to the scope of the software
functionality in decades past, software these days does orders of magnitude more. Back in the
day,® my first IBM PC had 64kB of memory and ran a basic disk operating system called DOS.
DOS fit on a single 360kB floppy disk. Windows XP weighs in at well over 30 million lines of
code; drives hundreds of different printers, disks, displays, and other peripherals; and needs a
gigabyte of memory to run comfortably. These software-intensive systems deliver far more
functionality than the electronic-only devices they replace. Compare, for example, a traditional
phone handset with a modern cell phone. Or compare a traditional electrocardiogram (ECG)
that drove a paper recorder like the one I used in medical school with a modern ECG machine
—the difference is remarkable. The modern machine can do everything the old machine did,
plus detect a wide range of arrhythmias, track patient data, produce reports, and measure
noninvasive blood pressure, blood oxygen concentration, a variety of temperatures, and even
cardiac output.

6. I know I'm dating myself, but my IBM PC was my fifth computer. I still remember fondly
the days of my TRS-80 model I computer with its 4kB of memory . . .

Last, software development is really invention, and invention is not a highly predictable thing.
In electronic and mechanical engineering, a great deal of the work is conceptually simply
putting pieces together to achieve a desired goal, but in software those pieces are most often
invented (or reinvented) for every project. This is not to oversimplify the problems of
electronic or mechanical design but merely to point out that the underlying physics of those
disciplines is far more mature and well understood than that of software.

But it doesn’t really matter if you believe my explanations; the empirical results of decades of
software development are available. Most products are late.” Most products are delivered with
numerous and often significant defects. Most products don’t deliver all the planned
functionality. We have become used to rebooting our devices, but 30 years ago it would have
been unthinkable that we would have to turn our phones off, remove the batteries, count to
30, reinsert the batteries, and reboot our phones.8 Unfortunately, that is the “state of the art”
today.

7. See, for example, Michiel van Genuchten, “Why Is Software Late? An Empirical Study of
Reasons for Delay in Software Development,” IEEE Transactions on Software Engineering 17,
no. 6 (June 1991).

8. Much as I love my BlackBerry, I was amazed that a customer service representative
recommended removing the battery to reboot the device daily.

To this end, many bright people have proposed processes as a means of combating the



problem, reasoning that if people engineered software rather than hacked away at it, the
results would be better. And they have, to a large degree, been better. Nevertheless, these
approaches have been based on the premise that software development can be treated the
same as an industrial manufacturing process and achieve the same results. Industrial
automation problems are highly predictable, and so this approach makes a great deal of sense
when the underlying mechanisms driving the process are very well understood and are
inherently linear (i.e., a small change in input results in an equally small change in output). It
makes less sense when the underlying mechanisms are not fully understood or the process is
highly nonlinear. Unfortunately, software development is neither fully understood nor even
remotely linear.

It is like the difference in the application of fuzzy logic and neural networks to nonlinear
control systems. Fuzzy logic systems work by applying the concept of partial membership and
using a centroid computation to determine outputs. The partial membership of different sets
(mapping to different equations) is defined by set membership rules, so fuzzy logic systems are
best applied when the rules are known and understood, such as in speed control systems.

Neural networks, on the other hand, don’t know or care about rules. They work by training
clusters of simple but deeply interconnected processing units (neurons). The training involves
applying known inputs (“exemplars”) and adjusting the weights of the connections until you
get the expected outputs. Once trained, the neural network can produce results from
previously unseen data input sets and produce control outputs. The neural network learns the
effects of the underlying mechanisms from actual data, but it doesn’t in any significant way
“understand” those mechanisms. Neural networks are best used when the underlying
mechanisms are not well understood because they can learn the data transformations inherent
in the mechanisms.

Rigorously planned processes are akin to fuzzy logic—they make a priori assumptions about
the underlying mechanisms. When they are right, a highly predictable scheme results.
However, if those a priori assumptions are either wrong or missing, then they yield less
successful results. In this case, the approach must be tuned with empirical data. To this end,
most traditional processes do “extra” work and produce “extra” products to help manage the
process. These typically include

« Schedules
« Management plans
 Metrics (e.g., source lines of code [SLOC] or defect density)

« Peer and management reviews and walk-throughs



« Progress reports
And so on.

The idea is that the execution of these tasks and the production of the work products correlate
closely with project timeliness and product functionality and quality. However, many of the
tasks and measures used don’t correlate very well, even if they are easy to measure. Even when
they do correlate well, they incur extra cost and time.

Agile methods are a reaction in the developer community to the high cost and effort of these
industrial approaches to software development. The mechanisms by which we invent software
are not so well understood as to be highly predictable. Further, small changes in requirements
or architecture can result in huge differences in development approach and effort. Because of
this, empiricism, discipline, quality focus, and stakeholder focus must all be present in our
development processes. To this end, agile methods are not about hacking code but instead are
about focusing effort on the things that demonstrably add value and defocusing on efforts that
do not.

1.3. Properties of Real-Time Embedded Systems

Of course, software development is hard. Embedded software development is harder. Real-
time embedded software is even harder than that. This is not to minimize the difficulty in
reliably developing application software, but there are a host of concerns with real-time and
embedded systems that don’t appear in the production of typical applications.

An embedded system is one that contains at least one CPU but does not provide general
computing services to the end users. A cell phone is considered an embedded computing
platform because it contains one or more CPUs but provides a dedicated set of services
(although the distinction is blurred in many contemporary cell phones). Our modern society is
filled with embedded computing devices: clothes washers, air traffic control computers, laser
printers, televisions, patient ventilators, cardiac pacemakers, missiles, global positioning
systems (GPS), and even automobiles—the list is virtually endless.

The issues that appear in real-time embedded systems manifest themselves on four primary
fronts. First, the optimization required to effectively run in highly resource-constrained
environments makes embedded systems more challenging to create. It is true that embedded
systems run the gamut from 8-bit processes in dishwashers and similar machinery up to
collaborating sets of 64-bit computers. Nevertheless, most (but not all) embedded systems are
constrained in terms of processor speed, memory, and user interface (UI). This means that



many of the standard approaches to application development are inadequate alone and must
be optimized to fit into the computing environment and perform their tasks. Thus embedded
systems typically require far more optimization than standard desktop applications. I
remember writing a real-time operating system (RTOS) for a cardiac pacemaker that had 32kB
of static memory for what amounted to an embedded 6502 processor.” Now that's an
embedded system!

9. It even had a small file system to manage different pacing and monitoring applications.

Along with the highly constrained environments, there is usually a need to write more device-

driver-level software for embedded systems than for standard application development. This is
because these systems are more likely to have custom hardware for which drivers do not exist,
but even when they do exist, they often do not meet the platform constraints. This means that

not only must the primary functionality be developed, but the low-level device drivers must be

written as well.

The real-time nature of many embedded systems means that predictability and schedulability
affect the correctness of the application. In addition, many such systems have high reliability
and safety requirements. These characteristics require additional analyses, such as
schedulability (e.g., rate monotonic analysis, or RMA), reliability (e.g., failure modes and
effects analysis, or FMEA), and safety (e.g., fault tree analysis, or FTA) analysis. In addition to
“doing the math,” effort must be made to ensure that these additional requirements are met.

Last, a big difference between embedded and traditional applications is the nature of the so-
called target environment—that is, the computing platform on which the application will run.
Most desktop applications are “hosted” (written) on the same standard desktop computer that
serves as the target platform. This means that a rich set of testing and debugging tools is
available for verifying and validating the application. In contrast, most embedded systems are
“cross-compiled” from a desktop host to an embedded target. The embedded target lacks the
visibility and control of the program execution found on the host, and most of the desktop
tools are useless for debugging or testing the application on its embedded target. The
debugging tools used in embedded systems development are almost always more primitive and
less powerful than their desktop counterparts. Not only are the embedded applications more
complex (due to the optimization), and not only do they have to drive low-level devices, and
not only must they meet additional sets of quality-of-service (QoS) requirements, but the
debugging tools are far less capable as well.

It should be noted that another difference exists between embedded and “IT” software
development. IT systems are often maintained systems that constantly provide services, and
software work, for the most part, consists of small incremental efforts to remove defects and
add functionality. Embedded systems differ in that they are released at an instant in time and



provide functionality at that instant. It is a larger effort to update embedded systems, so that
they are often, in fact, replaced rather than being “maintained” in the IT sense. This means
that IT software can be maintained in smaller incremental pieces than can embedded systems,
and “releases” have more significance in embedded software development.

A “real-time system” is one in which timeliness is important to correctness. Many developers
incorrectly assume that “real-time” means “real fast.” It clearly does not. Real-time systems are
“predictably fast enough” to perform their tasks. If processing your eBay order takes an extra
couple of seconds, the server application can still perform its job. Such systems are not usually
considered realtime, although they may be optimized to handle thousands of transactions per
second, because if the system slows down, it doesn’t affect the system’s correctness. Real-time
systems are different. If a cardiac pacemaker fails to induce current through the heart muscle
at the right time, the patient’s heart can go into fibrillation. If the missile guidance system fails
to make timely corrections to its attitude, it can hit the wrong target. If the GPS satellite
doesn’t keep a highly precise measure of time, position calculations based on its signal will
simply be wrong.

Real-time systems are categorized in many ways. The most common is the broad grouping into
“hard” and “soft.” “Hard” real-time systems exhibit significant failure if every single action
doesn’t execute within its time frame. The measure of timeliness is called a deadline—the
time after action initiation by which the action must be complete. Not all deadlines must be in
the microsecond time frame to be real-time. The F2T2EA (Find, Fix, Track, Target, Engage,
Assess) Kill Chain is a fundamental aspect of almost all combat systems; the end-to-end
deadline for this compound action might be on the order of 10 minutes, but pilots absolutely
must achieve these deadlines for combat effectiveness.

The value of the completion of an action as a function of time is an important concept in real-
time systems and is expressed as a “utility function” as shown in Figure 1.1. This figure
expresses the value of the completion of an action to the user of the system. In reality, utility
functions are smooth curves but are most often modeled as discontinuous step functions
because this eases their mathematical analysis. In the figure, the value of the completion of an
action is high until an instant in time, known as the deadline; at this point, the value of the
completion of the action is zero. The length of time from the current time to the deadline is a
measure of the urgency of the action. The height of the function is a measure of the criticality
or importance of the completion of the action. Criticality and urgency are important
orthogonal properties of actions in any real-time system. Different scheduling schemas
optimize urgency, others optimize importance, and still others support a fairness (all actions
move forward at about the same rate) doctrine.



Figure 1.1 Utility function
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Actions are the primitive building blocks of concurrency units, such as tasks or threads. A
concurrency unitis a sequence of actions in which the order is known; the concurrency unit
may have branch points, but the sequence of actions within a set of branches is fully
deterministic. This is not true for the actions between concurrency units. Between concurrency
units, the sequence of actions is not known, or cared about, except at explicit synchronization
points.

Figure 1.2 illustrates this point. The flow in each of the three tasks (shown on a UML activity
diagram) is fully specified. In Task 1, for example, the sequence is that Action A occurs first,
followed by Action B and then either Action C or Action D. Similarly, the sequence for the
other two tasks is fully defined. What is not defined is the sequence between the tasks. Does
Action C occur before or after Action W or Action Gamma? The answer is You don't know and
you don't care. However, we know that before Action F, Action X, and Action Zeta can occur,
Action E, Action Z, and Action Gamma have all occurred. This is what is meant by a task
synchronization point.

Figure 1.2 Concurrency units
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Because in real-time systems synchronization points, as well as resource sharing, are common,

they require special attention in real-time systems not often found in the development of IT
systems.

Within a task, several different properties are important and must be modeled and understood
for the task to operate correctly (see Figure 1.3). Tasks that are time-based occur with a
certain frequency, called the period. The period is the time between invocations of the task.
The variation around the period is called jitter. For event-based task initiation, the time
between task invocations is called the interarrival time. For most schedulability analyses,
the shortest such time, called the minimum interarrival time, is used for analysis. The
time from the initiation of the task to the point at which its set of actions must be complete is
known as the deadline. When tasks share resources, it is possible that a needed resource isn’t
available. When a necessary resource is locked by a lower-priority task, the current task must
block and allow the lower-priority task to complete its use of the resource before the original
task can run. The length of time the higher-priority task is prevented from running is known as
the blocking time. The fact that a lower-priority task must run even though a higher-priority
task is ready to run is known as priority inversion and is a property of all priority-
scheduled systems that share resources among task threads. Priority inversion is unavoidable
when tasks share resources, but when uncontrolled, it can lead to missed deadlines. One of the



things real-time systems must do is bound priority inversion (e.g., limit blocking to the depth
of a single task) to ensure system timeliness. The period of time that a task requires to
perform its actions, including any potential blocking time, is called the task execution time.
For analysis, it is common to use the longest such time period, the worst-case execution
time, to ensure that the system can always meet its deadlines. Finally, the time between the
end of the execution and the deadline is known as the slack time. In real-time systems, it is
important to capture, characterize, and manage all these task properties.

Figure 1.3 Task time
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Real-time systems are most often embedded systems as well and carry those burdens of
development. In addition, real-time systems have timeliness and schedulability constraints.
Real-time systems must be timely—that is, they must meet their task completion time
constraints. The entire set of tasks is said to be schedulable if all the tasks are timely. Real-
time systems are not necessarily (or even usually) deterministic, but they must be predictably
bounded in time. Methods exist to mathematically analyze systems for schedulability,'> and
there are tools* to support that analysis.

10. See Doing Hard Time: Developing Real-Time Systems with UML, Objects, Frameworks,
and Patterns and Real-Time UML: Advances in the UML for Real-Time Systems, both
written by me and published by Addison-Wesley (1999 and 2004, respectively).



11. For example, see http://www.tripac.com/ for information about the RapidRMA tool.

Safety-critical and high-reliability systems are special cases of real-time and embedded

”12 and is usually concerned

systems. The term safety means “freedom from accidents or losses
with safety in the absence of faults as well as in the presence of single-point faults. Reliability

is usually a stochastic measure of the percentage of the time the system delivers services.

12. Nancy Leveson, Safeware: System Safety and Computers (Reading, MA: Addison-Wesley,
1995).

Safety-critical systems are real-time systems because safety analysis includes the property of
fault tolerance time—the length of time a fault can be tolerated before it leads to an
accident. They are almost always embedded systems as well and provide critical services such
as life support, flight management for aircraft, medical monitoring, and so on. Safety and
reliability are assured through the use of additional analysis, such as FTA, FMEA, failure mode,
effects, and criticality analysis (FMECA), and often result in a document called the hazard
analysis that combines fault likelihood, fault severity, risk (the product of the previous two),
hazardous conditions, fault protection means, fault tolerance time, fault detection time, and
fault protection action time together. Safety-critical and high-reliability systems require
additional analysis and documentation to achieve approval from regulatory agencies such as
the FAA and FDA.

It is not at all uncommon for companies and projects to specify very heavyweight processes for
the development of these kinds of systems—safety-critical, high-reliability, real-time, or
embedded—as a way of injecting quality into those systems. And it works, to a degree.
However, it works at a very high cost. Agile methods provide an alternative perspective on the
development of these kinds of systems that is lighter-weight but does not sacrifice quality.

1.4. Benefits of Agile Methods

The primary goal of an agile project is to develop working software that meets the needs of the
stakeholders. It isn’t to produce documentation (although documentation will be part of the
delivered system). It isn’t to attend meetings (although meetings will be held). It isn’t to create
schedules (but a schedule is a critical planning tool for all agile projects). It isn’t to create
productivity metrics (although they will help the team identify problems and barriers to
success).'® You may do all of these things during the pursuit of your primary goal, but it is key
to remember that those activities are secondary and performed only as a means of achieving
your primary goal. Too often, both managers and developers forget this and lose focus. Many
projects spend significant effort without even bothering to assess whether that effort aids in
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the pursuit of the development of the software.

13. See Scott Ambler’s discussion of acceleration metrics at
www.ibm.com/developerworks/blogs/page/ambler?tag=Metrics.

The second most important goal of an agile project is to enable follow-on software
development. This means that the previously developed software must have an architecture
that enables the next set of features or extensions, documentation so that the follow-on team
can understand and modify that software, support to understand and manage the risks of the
development, and an infrastructure for change and configuration management (CM).

The benefits of agile methods usually discussed are:

« Rapid learning about the project requirements and technologies used to realize them
« Early return on investment (ROI)

« Satisfied stakeholders

e Increased control

« Responsiveness to change

« Earlier and greater reduction in project risk**

« Efficient high-quality development

14. See, for example, http://www.agileadvice.com/.

These are real, if sometimes intangible, benefits that properly applied agile methods bring to
the project, the developers, their company, the customer, and the ultimate user.

1.4.1. Rapid Learning

Rapid learning means that the development team learns about the project earlier because they
are paying attention. Specifically, agile methods focus on early feedback, enabling dynamic
planning. This is in contrast to traditional approaches that involve ballistic planning. Ballistic
planning is all done up front with the expectation that physics will guide the (silver) bullet
unerringly to its target (see Figure 1.4). Agile’s dynamic planning can be thought of as
“planning to replan.” It’s not that agile developers don’t make plans; it’s just that they don’t
believe their own marketing hype and are willing to improve their plans as more information
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becomes available.

Figure 1.4 Ballistic versus dynamic planning
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Since software development is relatively unpredictable, ballistic planning, for all its popularity,
is infeasible. The advantage of early feedback is that it enables dynamic planning. A Law of
Douglass™ is “The more you know, the more you know.” This perhaps obvious syllogism
means that as you work through the project, you learn. This deeper understanding of the
project enables more accurate predictions about when the project will be complete and the
effort the project will require. As shown in Figure 1.5, the ongoing course corrections result in
decreasing the zone of uncertainty.

Figure 1.5 Reduction in uncertainty




15. Unpublished work found in the Douglass crypt . . .

1.4.2. Early Return on Investment

Early return on investment means that with an agile approach, partial functionality is
provided far sooner than in a traditional waterfall process. The latter delivers all-or-none
functionality at the end point, and the former delivers incremental functionality frequently
throughout the duration of the development. As you can see in Figure 1.6, agile delivers high
value early, with less incremental value as the system becomes increasingly complete, whereas
the waterfall process delivers nothing until the end.

Figure 1.6 Percent value returned over time
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Another way to view this is by looking at incremental value over time, as shown in Figure 1.7.
We see that an agile process delivers increasing value over time, whereas the waterfall process
delivers no value until the end.

Figure 1.7 Incremental value
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Delivering value early is good for a couple of reasons. First, if the funding is removed or the
project must end early, something of value exists at the point of termination. This is not true
for the waterfall process, but it is a primary value in an agile process. Additionally, delivering
validated, if partial, functionality early reduces risk, as we see in Figure 1.8. Exactly how early
deliveries do this is a topic we will discuss in more detail later, but let us say for now that
because we validate each incremental build and we tend to do high-risk things early, we
significantly and quickly reduce the project risk. The waterfall process reduces risk slowly at
first because you only really know about the quality and correctness of things that you validate,
and validation comes only at the end in a waterfall process.

Figure 1.8 Risk over time
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How can we return incremental value for a system that is delivered externally, such as a cell
phone or a missile? Every increment period (which the Harmony/ESW?® process refers to as a
microcycle), a system is designed, implemented, and validated in accordance with its
mission statement. This mission statement identifies the functionality, target platform,
architectural intent, and defect repairs to be included. The incremental functionality is
organized around a small set of use cases running on an identified (but not necessarily final)
target environment. Through the use of good engineering practice, we can encapsulate away
the platform details and ensure that the delivered functionality is correct, given the current



target. For example, for one tracking system, our team originally targeted laptops with
simulated radars and created actual validated functionality on that environment. Over the
course of the project, as hardware became available, we migrated to target hardware of the
actual military systems. Through this approach, we had high-quality, testable software earlier
than expected.

16. Harmony/Embedded Software. This is one of the members of the IBM Rational Harmony
family of processes and is the basis of the content of this book. The process basics will be
discussed at some length in Chapter 3.

1.4.3. Satisfied Stakeholders

Stakeholders are simply people who have a stake in the successful outcome of a project.
Projects have all kinds of stakeholders. Customers and marketers are focused on the functional
benefits of the system and are willing to invest real money to make it happen. Their focus is on
specifying to the developers the needs of the users in a realistic and effective fashion.
Managers are stakeholders who manage that (real or potential) investment for the company to
achieve a timely, cost-effective delivery of said functionality. Their job is to plan and schedule
the project so that it can be produced to satisfy the customer and meet the users’ needs. The
users are the ones who use the system in their work environment and need high-quality
functionality that enables their workflow to be correct, accurate, and efficient. All these
stakeholders care about the product but differ in the focus of their concern. The customers care
how much they pay for the system and the degree to which it improves the users’ work. The
managers primarily care how much the system costs to develop and how long that effort takes.
The users primarily care about the (positive) impact the system makes on their work.

Agile methods provide early visibility to validated functionality. This functionality can be
demonstrated to the stakeholders and even delivered. This is in stark contrast to traditional
preliminary design review (PDR) and critical design review (CDR) milestones in which text is
delivered that describes promised functionality in technological terms. Customers can—and
should—be involved in reviewing the functionality of the validated incremental versions of the
system. Indeed, the functionality can be implemented using a number of different strategies,
depending on what the process optimization criterion is. Possible criteria include the
following:

« Highest-risk first
 Most critical first

o Infrastructure first



 Available information first

All other things being equal, we prefer to deliver high-risk first, because this optimizes early
risk reduction. However, if the users are to deploy early versions of the system, then criticality-
first makes more sense. In some cases, we deploy architectural infrastructure early to enable
more complex functionality or product variations. And sometimes we don’t have all the
necessary information at our fingertips before we must begin, so the things we don’t know can
be put off until the necessary information becomes available.

1.4.4. Improved Control

Many, if not most, software projects are out of control, to some degree or another. This is
largely because although projects are planned in detail, they aren’t tracked with any rigor.
Even for those projects that are tracked, tracking is usually done on the wrong things, such as
SLOC delivered. Thus most projects are either not tracked or track the wrong project
properties.

Project tracking requires the answers to three questions:
« Why track?

« What should be tracked?

« How should projects be tracked?

Why track? Project teams that don’t know exactly why they are tracking project properties
rarely do a good job. Only by identifying the goals of tracking can you decide what measures
should be tracked and how to implement the tracking procedures.

The biggest single reason for project tracking is that plans are always made in the presence of
incomplete knowledge and are therefore inaccurate to some degree. Tracking enables the
project deviance from plan to be identified early enough to effectively do something about it.
Projects should be tracked so that they can be effectively managed, replanned as appropriate,
and even scrapped if necessary. You can effectively replan only when you know more than you
did when the original plan was made, and that information can come from tracking the right
things. Put another way, the fundamental purpose of tracking is to reduce uncertainty and
thereby improve project control.

What should be tracked? Ideally, tracking should directly reduce uncertainty in the key project



characteristics that relate to the cost, time, effort, and quality of the product; that is, tracking
should directly measure cost, time to completion, effort to completion, and defect rates. The
problem is that these quantities are not directly measurable.

So projects typically evaluate metrics that are measurable with the expectation that they
correlate with the desired project quantities. Hence, people measure properties such as lines of
code or defects repaired. The flaw in those measures is that they do not correlate strongly with
the project criteria. If, at the end of the project, you remove lines of code during optimization,
are you performing negative work and reducing the time, cost, or effort? If I don’t know
exactly how many lines of code I'm going to end up with, what does writing another 10,000
lines of code mean in terms of percent completeness? If I measure cyclomatic complexity, am I
demonstrating that the system is correct? The answer is an emphatic no.

The problem with many of the common metrics is that while they are easy to measure, they
don’t correlate well with the desired information. This is because those metrics track against
the project implementation rather than the project goal. If you want to measure completeness,
measure the number of requirements validated, not the number of lines of code written. If you
want to measure quality, measure defect rates, not cyclomatic complexity. The other measures
do add incremental value, but the project team needs to focus on achievement of the ultimate
goal, not weak correlates.

Agile methods provide the best metrics of all—working, validated functionality—and they
provide those metrics early and often. Agile focuses on delivering correct functionality
constantly, providing natural metrics as to the quality and completeness of the system over
time. This in turn provides improved project control because true problems become visible
much earlier and in a much more precise fashion.

1.4.5. Responsiveness to Change

Life happens, often in ways that directly conflict with our opinions about how it ought to
happen. We make plans using the best available knowledge, but that knowledge is imprecise
and incomplete and in some cases just wrong. The imprecision means that small incremental
errors due to fuzziness in the data can add up to huge errors by the end of the project—the so-
called butterfly effect in chaos theory.’” Chaos theory is little more than the statement that
most systems are actually nonlinear; by nonlinear we mean that small causes generate effects
that are not proportional to their size. That sums up software development in a nutshell: a
highly nonlinear transfer function of user needs into executable software.

17. See Edward N. Lorenz, The Essence of Chaos (The Jessie and John Danz Lecture Series)
(Seattle: University of Washington Press, 1996).



The incompleteness problem means that not only do we not know things very precisely, but
some things we don’t know at all. I remember one project in which I was working on a
handheld pacemaker program meant to be used by physicians to monitor and configure
cardiac pacemakers. It was a based on a Z-80-based embedded microcomputer with a very
nice form factor and touch screen. The early devices from the Japanese manufacturer provided
a BIOS to form the basis of the computing environment. However, once the project began and
plans were all made, it became apparent that the BIOS would have to be rewritten for a variety
of technically inobvious reasons. Documentation for the BIOS was available from the
manufacturer—but only in Japanese. The technical support staff was based in Tokyo and spoke
only—you guessed it—Japanese. This little bit of missing information put the project months
behind schedule because we had to reverse-engineer the documentation from decompiling the
BIOS. It wouldn’t be so bad if that was the only time issues like that came up, but such things
seem to come up in every project. There’s always something that wasn’t planned on—a
manufacturer canceling a design, a tool vendor going out of business, a key person being
attracted away by the competition, a change in company focus, defects in an existing product
sucking up all the development resources, . . . the list goes on and on.

Worst, in some way, is that knowledge you have about which you are both convinced and
incorrect. This can be as varied as delivery dates, effort to perform tasks, and availability of
target platforms. We all make assumptions, and the law of averages dictates that when we
make 100 guesses, each of which is 90% certain, 10 are still likely to be wrong.

Despite these effects of nonlinearity, incompleteness, and incorrectness, we still have to
develop systems to meet the stakeholders’ needs at a cost they’re willing to pay within the time
frames that meet the company’s schedules. So in spite of the nonlinearity, we do our best to
plan projects as accurately as possible. And how well do we do that? The answer, from an
industry standpoint, is “not very well at all.”

The alternative to plan-and-pray is to plan-track-replan. Agile methods accept that
development plans are wrong at some level and that you’ll need to adjust them. Agile methods
provide a framework in which you can capture the change, adjust the plans, and redirect the
project at a minimal cost and effort. The particular agile approach outlined in this book,
known as the Harmony/ESW process, deals with work at three levels of abstraction, as shown
in Figure 1.9.

Figure 1.9 Harmony/ESW timescales
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The smallest timescale, known as the nanocycle, is about creation in the hour-to-day time
frame. In the nanocycle, the developer works off of the work items list, performs small
incremental tasks, and verifies that they were done properly via execution. In this time frame,
small changes with local scope can be effectively dealt with in the context of a few minutes or
hours.

The middle time frame is called the microcycle and focuses on the development of a single
integrated validated build of the system with specified functionality. The microcycle time frame
is on the order of four to six weeks and delivers formally validated, although perhaps limited,
functionality. Changes with medium scope are dealt with in the formal increment review'® and
in the prototype mission statement that identifies the scope for the microcycle iteration.

18. Also known as the “party phase” because it is not only a review, but also a “celebration of
ongoing success”—as opposed to a postmortem, which is an analysis designed to discover why
the patient died.

The largest time frame is called the macrocycle. The macrocycle concerns itself with the
beginning and end of the project and primary milestones within that context. The macrocycle
is usually 12 to 24 months long and represents a final, or at least significant, customer delivery.
At this scope, large-scale changes are managed that may result in significant project
replanning.

1.4.6. Earlier and Greater Reduction in Project Risk

The last of the benefits we will discuss in this section has to do with reduction of project risks.



In my experience, the leading cause of project failure is simply ignoring risk. Risk is
unavoidable, and attempts to ignore it are rarely successful. I am reminded of a company I
consulted to that wanted help. The development staff of this medical device company had been
working 55 to 60 hours per week for 10 years and had never made a project deadline. They
asked that I come and see if I could identify why they were having such problems. As it
happens, they did develop high-quality machines but at a higher-than-desirable development
cost and in a longer-than-desirable time frame. They consistently ignored risks and had a
(informal) policy of refusing to learn from their mistakes. For example, they had a history of
projects for fairly similar devices, and it had always taken them five months to validate the
machines. However, they, just as always, scheduled one month for validation. They refused to
look at why projects were late and adjust future plans to be more reasonable.

In this context, risk means the same thing as it did in the earlier discussion of safety. It is the
product of the severity of an undesirable situation and its likelihood. For a project, it is
undesirable to be late or over budget or to have critical defects. We can reduce project risks by
managing them. We manage them by identifying the key project risks and their properties so
that we can reduce them. Risks are managed in a document called either a risk list or a risk
management plan. As we will learn later, this risk list contains an ordered list of conditions,
severities, likelihoods, and corrective actions known as risk mitigation activities (RMAs).
These activities are scheduled into the iterations primarily in order of degree of risk (highest-
risk first).

For example, if the risk is that CORBA' is too slow to handle the throughput required, an early
prototype®® should include some high-bandwidth data exchange and the performance can be
measured. If it is found that CORBA does, in fact, provide inadequate performance, other
technical solutions can be explored. Because the problem was discovered early, the amount of
rework in that case will be less than in a traditional “Oh, God, I hope this works” development
approach. In agile methods this kind of an experiment is known as a spike.*

19. Common Object Request Broker Architecture, an OMG standard.

20. A prototype is a validated build of the system produced at the end of an iteration
microcycle. It contains a subset (but usually not all) of the real code that will ship in the
system. Unless specifically described as such, we do not mean a throwaway prototype, which
is an executable produced to answer a specific set of questions but will not be shipped in the
final product.

21. In agile-speak, a spike is a time-boxed experiment that enables developers to learn enough
about an unknown to enable progress to continue. See
www.extremeprogramming.org/rules/spike.html.


http://www.extremeprogramming.org/rules/spike.html

The risk list is a dynamic document that is reviewed at least every iteration (during the party
phase®?). It is updated as risks are reduced, mitigated, or discovered. Because we're focusing
attention on risk, we can head off an undesirable situation before it surprises us.

22. See Chapter 9.

1.4.7. Efficient High-Quality Development

High quality is achieved by the proper application of agile methods but in a different way
from traditional industrial processes. This is again a dynamic, rather than a ballistic, approach.
Agile achieves high quality through continuous execution, continuous integration, and
continuous testing—begun as early as possible. Agile holds that the best way not to have
defects in a system is not to systematically test them out but to not introduce them into the
software in the first place (a topic I will address in more detail in upcoming chapters).

Efficiency is why most people in my experience turn to agile methods. In fact, agile methods
have sometimes been thought to sacrifice quality and correctness in the pursuit of
development efficiency. It is true that agile methods are a response to so-called heavyweight
processes that emphasize paper analysis and ballistic planning over early execution and risk
reduction. Nevertheless, agile emphasizes efficiency because it is a universal truth that
software costs too much to develop and takes too long. A good agile process is as efficient as
possible while achieving the necessary functionality and quality. Agile often recommends
lighter-weight approaches to achieve a process workflow.

1.5. Agile Methods and Traditional Processes

Agile methods differ from traditional industrial processes in a couple of ways. Agile planning
differs from traditional planning because agile planning is—to use the words of Captain

3—“more what you'd call a guideline.” Agile development tends to follow a depth-

Barbossa®
first approach rather than the breadth-first approach of traditional methods. Another key agile
practice is test-driven development (TDD), which pushes testing as far up front in the process

as possible. Finally, agile embraces change rather than fearing it.

23. Pirates of the Caribbean: The Curse of the Black Pearl (Walt Disney Pictures, 2003).

1.5.1. Planning



It is a common and well-known problem in numerical analysis that the precision of a
computational result cannot be better than that of the elements used within the
computation.®* I have seen schedules for complex system development projects that stretch on
for years yet identify the completion time to the minute. Clearly, the level of knowledge doesn’t
support such a precise conclusion. In addition (pun intended &), errors accumulate during
computations; that is, a long computation compounds the errors of its individual terms.

24. Assuming certain stochastic properties of the error distribution, of course.

If you are used to working in a traditional plan-based approach, agile methods may seem
chaotic and intimidating. The problem with the standard waterfall style is that although plans
may be highly detailed and ostensibly more complete, that detail is wrong and the computed
costs and end dates are in error.

Further, not only is the information you have about estimates fuzzy at best, it is also usually
systematically biased toward the low end. This is often a result of management pressure for a
lower number, with the misguided intention of providing a “sense of urgency” to the
developers. Sometimes this comes from engineers with an overdeveloped sense of optimism.
Maybe it comes from the marketing staff who require a systematic reduction of the schedule by
20%, regardless of the facts of the matter. In any event, a systematic but uncorrected bias in
the estimates doesn’t do anything but further degrade the accuracy of the plan.

Beyond the lack of precision in the estimates and the systematic bias, there is also the problem
of stuff you don't know and don’t know that you don’t know. Things go wrong on projects—all
projects. Not all things. Not even most things. But you can bet money that something
unexpected will go wrong. Perhaps a team member will leave to work for a competitor.
Perhaps a supplier will stop producing a crucial part and you’ll have to search for a
replacement. Maybe as-yet-unknown errors in your compiler itself will cause you to waste
precious weeks trying to find the problem. Perhaps the office assistant is really a KGB* agent
carefully placed to bring down the Western economy by single-handedly intercepting and
losing your office memao.

25. Excuse me, that should be FSB now.

It is important to understand, deep within your hindbrain, that planning the unknown entails
inherent inaccuracy. This doesn’t mean that you shouldn’t plan software development or that
the plans you come up with shouldn’t be as accurate as is needed. But it does mean that you
need to be aware that they contain errors.

Because software plans contain errors that cannot be entirely removed, schedules need to be
tracked and maintained frequently to take into account the “facts on the ground.” This is what



we mean by the term dynamic planning—it is planning to track and replan when and as
necessary.

1.5.2. Depth-First Development

If you look at a traditional waterfall approach, such as is shown in Figure 1.10, the process can
be viewed as a sequential movement through a set of layers. In the traditional view, each layer
(or “phase”) is worked to completion before moving on. This is a “breadth-first” approach. It
has the advantage that the phase and the artifacts that it creates are complete before moving
on. It has the significant disadvantage that the basic assumption of the waterfall approach—
that the work within a single phase can be completed without significant error—has been
shown to be incorrect. Most projects are late and/or over budget, and at least part of the fault
can be laid at the feet of the waterfall lifecycle.

Figure 1.10 Waterfall lifecycle
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An incremental approach is more “depth-first,” as shown in Figure 1.11. This is a “depth-first”
approach (also known as spiral development) because only a small part of the overall
requirements are dealt with at a time; these are detailed, analyzed, designed, and validated
before the next set of requirements is examined in detail.?® The result of this approach is that
any defects in the requirements, through their initial examination or their subsequent
implementation, are uncovered at a much earlier stage. Requirements can be selected on the
basis of risk (high-risk first), thus leading to an earlier reduction in project risk. In essence, a
large, complex project is sequenced into a series of small, simple projects. The resulting
incremental prototypes (also known as builds) are validated and provide a robust starting
point for the next set of requirements.

Figure 1.11 Incremental spiral lifecycle
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26. The astute reader will notice that the “implementation” phase has gone away. This is
because code is produced throughout the analysis and design activities—a topic we will discuss
in much more detail in the coming chapters.

Put another way, we can “unroll” the spiral approach and show its progress over linear time.
The resulting figure is a sawtooth curve (see Figure 1.12) that shows the flow of the phases
within each spiral and the delivery at the end of each iteration. This release contains “real
code” that will be shipped to the customer. The prototype becomes increasingly complete over
time as more requirements and functionality are added to it during each microcycle. This
means not only that some, presumably the high-risk or most critical requirements, are tested
first, but also that they are tested more often than low-risk or less crucial requirements.

Figure 1.12 Unrolling the spiral
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1.5.3. Test-Driven Development

In agile approaches, testing is the “stuff of life.” Testing is not something done at the end of the
project to mark a check box, but an integral part of daily work. In the best case, requirements
are delivered as a set of executable test cases, so it is clear whether or not the requirements are
met. As development proceeds, it is common for the developer to write the test cases before
writing the software. Certainly, before a function or class is complete, the test cases exist and
have been executed. As much as possible, we want to automate this testing and use tools that
can assist in creating coverage tests. Chapter 8 deals with the concepts and techniques for agile
testing.

1.5.4. Embracing Change

Unplanned change in a project can occur either because of the imprecision of knowledge early
in the project or because something, well, changed. Market conditions change. Technology
changes. Competitors’ products change. Development tools change. We live in a churning sea
of chaotic change, yet we cope. Remember when real estate was a fantastic investment that
could double your money in a few months? If you counted on that being true forever and built
long-range inflexible plans based on that assumption, then you’re probably reading this while
pushing your shopping cart down Market Street in San Francisco looking for sandwiches left
on the curb. We cope in our daily lives because we know that things will change and we adapt.
This doesn’t mean that we don’t have goals and plans but that we adjust those goals and plans
to take change into account.

Embracing change isn’t just a slogan or a mantra. Specific practices enable that embracement,
such as making plans that specify a range of successful states, means by which changing
conditions can be identified, analyzed, and adapted to, and methods for adapting what we do
and how we do it to become as nimble and, well, agile, as possible.

In the final analysis, if you can adapt to change better than your competitors, then evolution



favors you.?”

27. As the saying goes, “Chance favors the prepared mind.” I forget who said it first, but my
first exposure to it was Eric Bogosian in Under Siege 2: Dark Territory (Warner Bros., 1995).

1.6. Coming Up

This chapter provided some basic background information to prepare you for the rest of the
book. Agile approaches are important because of the increasing burden of complexity and
quality and the formidable constraint of a decreasing time to market. Following the discussion
of the need for agility, the context of real-time systems was presented. The basic concepts of
timeliness, such as execution time, deadline, blocking time, concurrency unit, criticality, and
urgency, are fundamental to real-time systems. Understanding them is a prerequisite to
understanding how agile methods can be applied to the development of such systems. The
discussion went on to the actual benefits of agile methods, such as lowered cost of
development, improved project control, better responsiveness to change, and improved
quality. Finally, agile and traditional methods were briefly compared and contrasted. Agile
methods provide a depth-first approach that embraces change and provides a continual focus
on product quality.

The next chapter will introduce the concepts of model-driven development. Although not
normally considered “agile,” MDD provides very real benefits in terms of conceptualizing,
developing, and validating systems. MDD and agile methods work synergistically to create a
state-of-the-art development environment far more powerful than either is alone.

Chapter 3 introduces the core principles and practices of the Harmony/ESW process. These
concepts form the repeated themes that help define and understand the actual roles,
workflows, tasks, and work products found in the process.

Then, in Chapter 4, the Harmony/ESW process itself is elaborated, including the roles,
workflows, and work products. Subsequent chapters detail the phases in the Harmony/ESW
microcycle and provide detailed guidance on the implementation of those workflows.



Chapter 2
Concepts, Goals, and Benefits of Model-Driven
Development

One of the best things about agile is that it isn’t a stand-alone process that requires that you
follow it dogmatically. Actually, agile methods are not, strictly speaking, a process at all, but a
coherent manner of thinking, planning, and practicing that can be applied to many different
processes and technologies. The reason why this is so beneficial is that it can be combined with
other processes and technologies that are worthwhile to create an overall methodological
approach that is superior to the individual approaches performed independently. That is to
say, agile methods are synergistic with many other approaches and technologies. One of these
is Model-Driven Architecture, which has demonstrated significant advantages, particularly in
complex systems development, when it comes to enabling the creation and maintenance of
real-time and embedded systems.

2.1. What Is MDA?

The Object Management Group (OMG) is a nonprofit technology consortium that creates and
maintains technology standards such as Common Object Request Broker Architecture
(CORBA) and the Unified Modeling Language (UML). These standards are created by self-
organizing teams that contain OMG members from industry, the academy, and the
government, bound together by a common interest in a technology or domain. The OMG is
primarily focused on enterprise-level integration and interoperability of technologies and
domains. The UML will be used in this book as the lingua franca for capturing and
representing models of software and systems. UML is a prominent standard but won’t be
described in this book, as there are many good books about it already.* But the capability of
representing the system using one or more coherent models is just one aspect of
interoperability. Another is an approach to modeling that enables interoperability, and that is
the focus of another standard: Model-Driven Architecture (MDA).?

1. Interested readers are referred to my Real-Time UML, Third Edition.

2. MDA is a trademarked term; the generic term is model-driven development (MDD). We will
treat the two as equivalent here.



Heterogeneous technologies exist today, and the amount of diversity in technologies,
platforms, middleware, and execution environments is only increasing. A typical enterprise of
interacting systems must contend with different forms of the following;:

 Operating systems

« CPUs

 Networks

« Middleware

« Graphical user interface (GUI) development environments
« Programming libraries

« Programming languages

Reaching a consensus on the set of technologies is an impossible task. First of all, systems are
owned by different companies and teams, and they have an investment in the technologies
they’ve employed. Second, those systems often must fit into many different enterprise
architectures, so the companies and teams select technologies they view as optimal for their
system’s needs. To be successful, enterprise architecture cannot focus on the consistency of
implementation but must instead focus on interoperability of interfaces and semantic content.

MDA preserves the OMG’s focus on integration and interoperability. The OMG recognizes that
it is not only unreasonable but also impossible to expect everyone to adopt a single
technological solution enterprise-wide. Solutions are adopted and implemented for many
reasons, and different aspects of an enterprise require different kinds of solutions and different
solution technologies and approaches. The enterprise architecture has the unenviable task of
trying to make all these optimized point solutions work together in a smooth way. Each of
these system solutions has its own means of distribution, mapping to different hardware
solutions, with different concurrency and resource architectures, and with different needs for
safety and reliability measures. Each system in such an enterprise has its own specialized
concerns in addition to the need to interoperate with peer systems that work under different
constraints.

MDA is a standard that focuses on the system or point solution and how it can be made to
interoperate effectively. To enable this interoperability, it focuses on one key idea: the
separation of the specification of functionality from the specification of the implementation of
that functionality. This concept embraces interoperability in that an application can be easily
ported to different execution, distribution, and deployment environments because its



functionality is captured in such a way that it doesn’t depend on those implementation
concerns. Further—and this is very important for systems that live a long time, such as
military and aerospace systems—as the underlying implementation technology evolves
“underneath” the application, the functionality is far more easily maintained.

With MDA, the models are the key artifacts of the system. Models—and especially models
captured in the UML—are formal representations of different aspects of the system being
constructed. Note the use of the term formal. By that we indicate that we are not talking about
drawings sketched on a napkin over lunch. By formal we mean a well-specified representation
of aspects of the system. This applies to requirements as much as it does to implementation
and everything in between. MDA encourages the use of formal models because they are
“machine-processable”; that is, they can be manipulated by tools because their meaning is
clear and unambiguous, at the level of abstraction presented.

The capability of automatically processing the models is an essential facet of the models
because it not only saves considerable human effort but also reduces the cost while improving
the quality of the software. Specifically, it means that it is possible to validate a model’s
semantic completeness and accuracy in an automated or semiautomated way. It is also
possible to convert a model into other forms, such as:

Note

Note that the notion of clarity is always related to the level of abstraction. The C statement

for (j=0; j<10; j++)
printf(j);

is clear at the level of abstraction of the statement but can be implemented in many different ways in the
CPU’s machine language.

« Into source code, a process commonly known as code generation
« From source code into a mode, a process commonly known as reverse engineering

« From a model in one form or at one level of abstraction into a model in a different form or at
a different level of abstraction, a process commonly known as model transformation

2.2. Why Model?



When we talk about model-based development, we are implicitly contrasting it with a code-
centric approach. For us to change our approach in such a radical fashion, there must be
compelling reasons.

Source code is an inherently one-dimensional, highly detailed view of the structure of a system.
This makes it extremely difficult to look at different points of view, such as the architectural
aspects, the functionality, or the behavior. Large source-code-based systems are difficult to
understand, and introducing new staff to such systems is expensive and time-consuming.
Large-scale architectural pieces are not represented explicitly, and they must be inferred from
reading thousands of lines of text. Source-code-based systems may embody their designs, but
the designs are not directly expressed, so the correspondence between the design intent and
the code is difficult to ensure. Further, there is no separation between the “essential”
characteristics that absolutely must be in the system and the optional technological decisions
added to implement the system. And last, the source code hides semantic relations to other
parts of the system, and so many such systems are exceedingly fragile because they rely on
constraints and relations that are not obvious. Over time, code-based systems decay because
the implicit design becomes distorted, unstated assumptions and constraints are forgotten, and
“good programming” practices such as encapsulation are violated.

Models enable us to explicitly and clearly state the functionality and design intent in a
language that is at a higher level of abstraction than the source code. With the UML, a
graphical modeling language, two-plus dimensions are available to show how the pieces are
structured, how they behave, and how they relate to other parts of the system. The use of
models can bring many advantages, including:

« Visualization

« Comprehension

« Communication

« Consistency and correctness
« Provability and testability

Visualization is enhanced with modeling because graphical models use two-plus dimensions to
depict the functionality, structure, and behavior of the system. Graphical models enable you to
construct views of different aspects (e.g., functional, structural, behavioral, constraints, etc.)
and also to show these at different scales (e.g., system scale, subsystem scale, component scale,
class scale, function scale, or data scale). A modeling tool can ensure that the semantics of all
the views are consistent by maintaining the model repository automatically as you draw
diagrams and add, remove, or modify semantic elements.



In addition, it is possible to explicitly capture “missions”—concepts about the system that are
important to understand—and create diagrams that demonstrate those concepts. For example,
you may create diagrams to show each of the following:

« Concurrency architecture—what the tasks are in the system, what resources they share, and
how they interact

- Distribution architecture—how objects are allocated across address spaces, how they
communicate and collaborate

« Deployment architecture—how software objects map to hardware

- Safety and reliability architecture—how redundancy is managed to make the system robust
in the presence of faults

« Subsystem architecture—the large-scale pieces of the system and how they interact
« Class taxonomies—the generalization taxonomy of a related set of classes

« Collaborations—how classes interact to realize a system-level capability

« Class structure—parts within a structured class

« Instances and links that exist in the running system at a specific point in time

Models aid in the initial construction of the system by providing clear views of what is to be
accomplished. Later, during maintenance, these views enable developers to understand the
possibly complex relations among the elements to isolate the points of change within the
system. Models help in testing the system because it is clear how changes in one aspect impact
others. Because the views enable the important functional, structural, and behavioral aspects
to be clearly seen, it becomes easier to introduce new staff to the system and to communicate
these aspects to relevant stakeholders.

Comprehension is enhanced through the use of models because, as discussed above, views may
be constructed to show important or complex aspects of the system, at different levels of
abstraction. A model is always an abstraction of the subject, permitting the modeler to focus
on the significant aspects of a system. The art of modeling lies in rendering the important
aspects while eliding the inessential ones. When this is done, we can see, for example, the
conditions under which the control rods are in the reactor core, rather than seeing the
following:
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It is important to be able to see and understand the implementation, but it is at least as
important to be able to understand the semantics of the system or application without
worrying about which CPU register was used as a loop variable. Because models can be viewed
at different levels of abstraction, they provide an outstanding tool to help us understand just
what the heck is going on in a way that the source code cannot.

Systems are specified, designed, and constructed by teams of people who must communicate
to work together. Models improve communication by enabling different stakeholders to focus
on the aspects of the system relevant to them, whether it is the required functionality, the
structure, the behavior, test cases, and so on. Models enable views to be constructed that are
consistent with the model semantics that concentrate on what the stakeholder needs to
understand.

In a model-based system, code reviews are sometimes done, but models replace code as the
primary work artifact. In reviews, diagrams depict different aspects of the relevant portions of
the model for analysis, review, and discussion. For example, it is common to conduct reviews
around the realization of a use case. The views (diagrams) used to form the basis of such a
review might be:

« Use case diagram

« Use case details, including:

° Sequence diagrams

© State diagram for the use case

° Requirements diagram (SysML diagram used to show trace relations between requirements
and model elements)

« Class diagram showing the collaboration of elements realizing the use case, with related
behavioral views, including:

° Sequence diagrams

© State diagrams for reactive classes



° Activity diagrams for complex methods

Beyond reviews, the graphical views of the model can provide excellent assistance in
understanding what the elements of the system are, how they relate to each other, and how
they behave, both together and in isolation.

Some argue that source code is the best place to look for consistency and correctness, because
compilers perform compile-time checking. Leaving aside for the moment weakly typed
languages such as C, even strongly typed languages such as Ada can check for only a very basic
level of consistency and correctness. Compilers can check that statements conform to the
language syntax and, in the case of strongly typed languages, that type consistency is
maintained. Compilers cannot efficiently check for ill-formed semantic constructs such as
deadend states, unreachable states, or problem-domain-specific concerns. Models improve
consistency and correctness by enabling the developer to focus on the semantic content
without worrying about the implementation details.

While third-generation source code languages (3GLs) are unambiguous, they represent the
application semantics munged together with implementation details. If the application fails,
was it because the implementation was incorrect or because the design was flawed? With
models, the functional intent of the system can be captured (typically with use case sequence
and state diagrams), and these can form the basis for the validation tests when the system is
developed. In a traditional, source-code-oriented approach, the tests are specified as textual
documents and must be translated into manually performed tests or into a machine-executable
form. With model-based development, the requirements can be captured in a representation
that can be directly executed. The UML Testing Profile® provides a standard way to use UML
to specify and characterize tests with the UML.

3. “The UML 2 Testing Profile Version 1.0,” OMG document formal/05-07-07 at
http://www.omg.org/.

While modeling has many advantages, the fact that you create models doesn’t necessarily
result in those benefits. In my own experience, to reap the advantages discussed above
requires that the models be:

« Well formed, i.e., consistent with the modeling language in which they are specified (e.g.,
UML)

« Complete enough, i.e., unambiguously representing the breadth of the aspects of the system
they exist to elucidate

« Semantically rich, i.e., containing precise statements regarding the structure, functionality, or
behavior of the relevant elements


http://www.omg.org/

« Well organized, i.e., structured into parts that enable comprehension and decomposition for
the teams involved in the creation or use of the model

 Executable, i.e., capable of being executed or simulated to ensure that the model meets its
semantic intent at the specified level of abstraction

« Unambiguously and bidirectionally related to the code, i.e., the code is clearly a view of the
model at a detailed level of abstraction and this relation is maintained automatically

It should be noted that I am not in any way arguing that source code is bad or unnecessary. It
is clearly a crucial view of the system software. It is, however, insufficient for optimal software
productivity and creativity. But to be useful, models should not be “napkin design” but instead
should be semantically rich and detailed enough to meet the need. Used in this way, models
have proven themselves to improve productivity and efficiency by enabling developers to focus
on the right things at the right level of abstraction at the right time.

2.3. Key Concepts of MDA

MDA includes a number of fundamental concepts. Together, they provide a coherent view of
OMG’s view of how to create and maintain interoperable enterprise architectures.

2.3.1. Model

The OMG defines the term model to be “a description or specification of that system and its
environment for some purpose.” The salient aspects of a model are the following:

« A model is a simplification of the thing that it models
« A model has a purpose or intent
« The model focuses on the aspects relevant to its purpose

That is, it is common to have different models of the same thing for different purposes. MDA
uses this concept to implement a well-established idea—the separation of the essential aspects
of the thing from how those aspects are implemented.

MDA defines four uses for models in its context (see Figure 2.1). The computation-
independent model (CIM) doesn’t show the pieces within a system that perform the



necessary computation but instead focuses on the required functionality of the system. The
platform-independent model (PIM) focuses on the essential parts of the system and their
essential behavior but does not focus on platform-specific details such as the operating system,
CPU, or distribution infrastructure. The platform-specific model (PSM) includes the elided
platform information and represents the system targeted to a specific execution environment.
The platform-specific implementation (PSI) is the source code of the PSM and may be
generated from the PSM automatically. Of these key models, the PIM and the PSM get most of
the attention because it is there that automated transformations provide the most benefit.

Figure 2.1 Key models in MDA
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Models are usually represented in the UML, but other modeling languages can be used instead
of, or in conjunction with, the UML model. For example, safety analysis is often performed
using FTA or FMEA. These languages can be used along with UML models to supply useful
views not available within the UML.

A minimalist UML model consists of three types of elements: classes (and their features and
relations), state machines for some of the classes, and typical and exceptional interactions of
instances of those classes, usually shown on sequence diagrams. In addition to these basic
elements, a great deal more can be added, such as use cases, activity models, requirements and
their relations, and so on.

It should be noted that the model content is held in the model repository and is exposed in
diagrams. The diagrams are not the model but are really just useful views into the model
repository. Thinking that the diagrams are the primary aspect is a mistake many new to UML
make. It’s not about the diagrams; it’s about what’s on the diagrams!

The models are created in sequence through a process known as model transformation. Figure
2.2 shows a typical set of models. The TrackingUseCase-Model represents the functionality and
QoS requirements for a tracking system. It is given the stereotype «CImM» to indicate the type of
model it is. The use case model contains traceability links from textual requirements to the
model’s use cases, interactions, and state machines (and associated diagrams). This CIM is
transformed into an analysis model that represents the computational model that realizes the
requirements.



Figure 2.2 Model transformations
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The TrackingAnalysisModel has the stereotype «PIM» to indicate that it is a platform-
independent model. The PIM contains essential structural elements (classes, types, and
relations), interactions, algorithms, and state machines to realize the computations necessary
to perform the tracking requirements. It does not include the platform-specific details such as
the CPU, operating system, middleware, network structure, or even the specific sensor
platforms used.

Normally, there is a single PIM realizing a given CIM. It is not uncommon, however, for
multiple PSMs to realize a given PIM. Indeed, much of the value of the approach is realized
only when this is the case. In this case, we've shown three different PSMs: One is meant for
mounting on an airborne platform such as a helicopter, one is meant for mounting on a water
vessel (ship), and one is meant for mounting on a satellite. The different platforms have
different CPUs, operating systems, middleware, networks, and sensors, but all are derived
from the same computational model (PIM).



Each PSM is usually implemented with a single PSI. The PSI contains all the code, data, and
configurations necessary to implement the PSM.

2.3.2. Metamodel

A metamodel is a model of a model. In English, this means that the language used to define
the system (UML) is itself defined by a formal semantic model. This brings the expressive
power of modeling not only to the application domain but also to the specification of the
language that users employ to design their systems. The UML is based on a four-tier
metamodel architecture, as shown in Figure 2.3. The bottom level, level Mo, is called the
instance model. This model represents the elements that exist as the system runs on the
real-world platform. The instance model is created by compiling the code generated from the
level-M1 model, known as the user model. The CIM, PIM, and PSM are all user models and
so are at level M1. Level M2 is the metamodel, and it defines the language in which the user
model is captured. UML is a language defined by its level-M2 metamodel. The UML
metamodel itself is defined in a more basic modeling language, which is the meta-
metamodel (level M3). It is defined in terms of the MetaObject Facility (MOF) and is a
language for defining metamodels.

Figure 2.3 Four-level metamodel architecture



Level M3 - Meta-Matamodel

Level M2 - Matamaodel

Level M1 - User Model

Level MO - Instance Model

'\

As developers, we care mostly about the level-M1 model and use it to generate the level-Mo
model. However, you may care about the other levels if you do model transformations.

2.3.3.CIM

The CIM models the required functionality without identifying the system elements necessary
to perform the computation to achieve it. That is to say, it represents a domain model, usually
built by a requirements (or business) analyst or subject matter expert (SME).

The key element within the CIM is the use case. The use case represents a coherent usage of
the system and serves as an organizational unit for requirements, as we will see in some detail
later in Chapter 6, “Agile Analysis.” Of course, the use case itself is just a named oval; we need
far more information than that! The use case is bound to requirements via «trace»
dependencies and is elaborated in the model with state machines detailing the system states
and modes related to the execution of the system usage, and (usually many) interactions
shown on sequence diagrams. The set of use case diagrams is like a table of contents for a book
that defines the system requirements.

Figure 2.4 shows a typical use case diagram from such a CIM. The named ovals on the diagram



represent the use cases. The stick figures represent actors—elements in the system
environment that interact with the system during the use case execution. The lines between the
actors and the use cases are associations, indicating that messages (events or data) are
exchanged between the system and the actor when it executes the use case.

Figure 2.4 CIM use case diagram
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2.3.4. PIM

The PIM is a computational model that is platform-independent. In older technology, this is
called the essential or analysis model. The PIM contains the essential semantic elements,
modeled as classes, their essential relation, and their essential behavior.

What is “essential” in this context? One way to think about it is that it is a structural or
behavioral aspect that must be true in any acceptable design solution. The elements must be
able to perform the required functionality by collaborating. For example, if you're building a
bank accounting system, you’ll need classes such as the following:



e Customer

° Attributes

e Name

e Tax 1D

e Address

e Account

° Attributes

e Balance

* Interest rate

* Date opened

e Date closed

° Behaviors

e Credit

e Debit

* Open

e Close

e Transaction

° Attributes

e Amount

e Source account

e Target account



* Date

e Time

* CreditTransaction (subclass of Transaction)

e DebitTransaction (subclass of Transaction)
 TransferTransaction (subclass of Transaction)
* InterestTransaction (subclass of Transaction)
e AccountHistory

And so on. This information (and, of course, a great deal more) is needed by any bank to
perform its accounting functionality. These classes also have inherent relations
(AccountHistory aggregates TransactionsS, Account owns AccountHistory, Customer associates
with Accounts, etc.). These elements have behavior, as dictated by accounting practice and by
law. These elements aren’t really free to vary between specific accounting systems, even though
the networks that support information transfer may vary.

Similarly, a traffic-light control system has some essential structure (traffic sensors, control
lights, etc.) and some required behavior to support different operational modes for the
intersection.

The PIM represents these essential properties and elides the elements that can change—those
will show up in the PSM. In the bank example, whether an ATM machine is connected via a
wireless or a wired network is a part of the PSM and so will be detailed there.

The PIM is usually organized around the use cases but is modeled primarily as a set of class
diagrams with support from interaction and behavioral diagrams. It is common—and
recommended—that there is at least one diagram depicting the collaboration of PIM classes
per use case. There may be many such diagrams, depending on the nature and complexity of
the system and its use cases. In addition, other class diagrams may show other aspects of the
PIM, such as class generalization taxonomies, contents of packages, internal structure of
compound classes, and so on.

The PIM is correct only if it supports the functionality required by the use case. It is common
to have a set of sequence diagrams representing the interactions of the system with the
relevant actors for each use case. So, the PIM is correct if, and only if, it can reproduce,
through execution, those use case sequence diagrams. Hence, it is highly recommended that
the interactions among the collaborating elements be shown in sequence diagrams so that they



can be compared to the original use case sequence diagram.

Other highly useful diagrams in the PIM are state machines for various reactive or stateful
classes, and activity diagrams for complex operations and functions. State machines sequence
the actions (such as invocations of methods) into permitted flows* based on the arrival of
events of interest. Activity diagrams are like flowcharts on steroids and can depict complex
algorithms in a way that is easier to comprehend than the implementation code. Activity
diagrams are most commonly used to detail the behavior of class methods above a certain

minimum complexity.
4. After all, landing and then lowering the landing gear constitutes a crash, so order matters!

Figure 2.5 shows a portion of a PIM class model realizing the use case Identify Track from

Figure 2.4.

Figure 2.5 PIM class diagram

[=] TactcaiCbpct .
FiM Collaboration for — VahiclaTyr
idantity Track use case B irarspondenCade:k... B wehichgiCvin

-

B IFF Frend{Fom H armarert AsamanertSaon
TrackHistery |- 1o B threstloveioouse H rmangecRangelescrpion

: 1
1
gCurnent Track | 1 = 1 : -
Track
Tracklocalizar
B trackiChong Wishicha TypalList
B compulaVelocityt T rackjvoi
B compulnhccesaration|t Track|-void
H '1 Tt 1 E pradciNexWaypoanihd smsDat @ findBassFaltirack|owsd
1
Posison 1 1
B amtudalong [ Tk icharbiiser
= lamtugaciong 1
angitudac
1 - S B identifyTrack()-void
E computeThneat fo: TactcalOblect jowoid
Wilocity H computalFFo: TaciealObjectjoveid

H dARsdedoubls

H dLaninude doutis

H diongitusecdoubla

1

Accalaralion Maasurament
B d2amudedoubls H segresCiCanaintydoutia
i diLantudedouble [ B timeOleasurement TimeDats
B g2longiuse doubie

It is very important—and we will discuss this concept in great detail later—that the PIM be
validated for correctness. Since the measure of correctness is that it can generate the use case
sequence diagrams when it runs those scenarios, the PIM must be executable. No napkin
drawings, no CRC® cards—real software that runs. The PIM won’t have all the platform-related
detail, but unless you can test it, you don’t really know whether or not it is correct. And you
can test only things that actually run.



5. Class, Responsibility, Collaboration cards, a common note-card-based technique used in
some circles.

It should be noted that while the MDA specifications talk about moving from the CIM to the
PIM by model transformation, this is primarily done by expert human modelers rather than
via automation. Later in this book, I will discuss a family of techniques known as “object
identification strategies” to create the PIM from the CIM, but that is a human-driven, rather
than an automated, process.

2.3.5. PSM

The PSM contains the original semantic content of the PIM but also platform, design, and
technology decisions as well. The PIM contains only essential elements but omits these latter
aspects. The PSM can best be thought of as a transformation of the PIM in which platforms,
designs, and technologies are selected on the basis of achieving the system optimization goals.

Platforms are often chosen because they already exist in the system context and the
application must deploy onto them to fit into the operational environment. However, it is
often true that the developers have significant leeway to select platform aspects. In this case,
platforms should be selected because they are optimal in some sense. Similarly, design
solutions are optimizations of analysis solutions. Reusable design solutions are known as
design patterns, so one way to think about the creation of the PSM is to apply the design
patterns to the PIM. The PIM may need to exchange messages and data, but unless the
application is an Ethernet router or something similar, exactly how the message delivery takes
place isn’t an essential property of the PIM but it is a property of the PSM.

There are a number of ways to create the PSM from the PIM (see the section “Common Model
Transformations” later in this chapter), but the basic workflow I recommend involves the
explicit identification of the optimizations involved. Starting with a high-quality PIM, the steps
for creating the PSM are:

1. Identify the optimization criteria, such as worst-case performance, throughput, reliability,
weight, heat, design cost, manufacturing cost, etc.

2. Rank the optimization criteria in order of criticality.

3. Identify platforms, design patterns, and technologies that optimize the most important of
those criteria at the expense of the least important.

4. Apply the design solutions to the PIM—this is where the different ways of transforming the



PIM occur.
5. Validation of the PSM:
a. Ensure that the PSM didn’t break the working functionality of the PIM.
b. Ensure that the PSM delivers the desired optimizations.
Thus, a good PSM (design) will maximize the weighted set of design criteria
optimalDesign = max| Y DegreeOptimized, < Weight,]
where
DegreeOptimized; is the degree of optimization (a larger number is better) for design criteria j
Weight; is the relative importance of the design criteria j

This optimization is how we select one design approach over another; we select it because it is
more optimal overall. The key point is that the PSM is the “design model,” and design is really
all about optimization of the required functionality. Transforming the PIM into the PSM is
therefore mostly about optimizing the PIM: The PSM is the selection of a particular design
solution that optimizes the weighted set of design criteria with respect to the relative
importance of each. Secondarily, the PSM is also focused on deploying the application into
different operational environments.

Real-time and embedded systems care more about optimality than most. The term real-time
means “predictably fast enough,” and the primary distinguishing property of real-time and
embedded systems is that the qualities of service are not just desirable—they are essential for
correctness. Some common design criteria for real-time and embedded systems include:

« Performance

° Worst-case performance

° Average-case performance

° Predictability of performance

« Schedulability (ability to reliably meet the deadlines)

« Precision and accuracy



- Safety

« Reliability

« Robustness (fault immunity)

« Physical system properties

° Weight

° Heat

° Power consumption

© Size

 Cost

° Recurring cost (i.e., cost per shipped item)
° Design cost

« Maintainability

« Extensibility

e Time to market

« Certifiability (i.e., standards conformance)

In the Harmony/ESW process discussed in this book, the creation of the design PSM occurs at
three levels of abstraction (see Figure 2.6). MDA itself focuses on the highest level,
architectural design. The Harmony/ESW process identifies five key architectural aspects, and
the PSM identifies platforms, design patterns, and technologies in each of these. The design
decisions made at this level are called “strategic” because they affect most or all of the
system. The architectural views organize the PIM collaborations into larger-scale entities. The
architectural views in the Harmony/ESW process are discussed in the upcoming section

“Harmony’s Five Key Architectural Views.”®

Figure 2.6 Levels of design



6. Architectural design pattern references include Frank Buschmann et al., Pattern-Oriented
Software Architecture, vols. 1—4 (New York: John Wiley & Sons, 1996—2007), and my book
Real-Time Design Patterns: Robust Scalable Architecture for Real-Time Systems (Boston:
Addison-Wesley, 2002).

In addition to the architectural aspects, design patterns can be applied at the level of
collaborating classes. This is known as mechanistic design in the Harmony/ESW process.
Design patterns here are below the radar of MDA per se. Mechanistic design patterns focus on
optimizing the analysis collaborations that constitute the PIM.” Design patterns at this level
focus on optimizing how the analysis classes interact.

7. The classic text for design patterns at the mechanistic level is Erich Gamma, Richard Helm,
Ralph Johnson, and John M. Vlissides, Design Patterns: Elements of Reusable Object-
Oriented Software (Reading, MA: Addison-Wesley, 1994).

Detailed design concentrates on optimizing individual classes, functions, and data elements. At
this level of abstraction, the industry refers to the patterns of optimization as design idioms.
Most classes are fairly simple, but there is a certain percentage in all systems, usually 3% to
5%, that require special attention. The topics of concern during detailed design include:

« Internal optimization of algorithms, for example:
° Average execution time

° Worst-case execution time



° Reusability

° Extensibility

° Memory usage

« Internal optimization of data structures

° Memory usage

° Read access time

° Write access time

° Persistence

« Internal safety and reliability measures

° Data redundancy

° Data validity checks

° Precondition and postcondition validation

° Error- and exception-handling mechanisms

- Optimization of state behavior through state behavioral patterns®
8. See my book Doing Hard Time.

« Implementation of associations and other relations

Usually the PSM has many diagrams associated with it that depict different aspects of the
design.

Figure 2.7 shows a “task diagram,” which is simply a class or object diagram showing the
concurrency architecture. The tasks are shown as «active» objects in the figure. The UML
models a concurrency unit such as a task or thread as an «active» object (or class). This
element is a structured element containing internal parts (object roles met by instances of
classes) that execute in the context of the encapsulating «active» object. The «active» object
has the explicit responsibility for managing the event queue for the concurrency unit (typically
there is one event queue per concurrency unit) and creates and destroys the operating system



thread in which the internal parts execute. «active» objects are shown with a heavy border on
the sides of the element.

Figure 2.7 PSM concurrency diagram
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The other elements shown in the figure are stereotyped «Resource». These are passive
elements that execute in the thread of the caller and are constrained in some way. Usually,
there must be some mechanism for protecting the source from the mutual exclusion problems
associated with simultaneous access to the resource in a multithreaded environment. This can
be done in a number of ways, such as:

« Critical regions—disable task switching while the resource is being accessed

« Mutual exclusion semaphores—block access from competing threads while the resource is
being accessed

« Queuing requests—filter the requests through a first-in-first-out (FIFO) queue or a priority
FIFO

In this case, those mechanisms aren’t shown, but they could be, if desired. Note that the
selection of the tasks, the mapping of the PIM semantic elements into those tasks, the selection
of the resources, and the mechanisms for protecting those resources are all optimization
properties; they are selected because they provide the desired optimality of the system and so
are part of the PSM and not the PIM.



2.3.6. PSI

The PSI isn’t described in the original MDA documents from the OMG but has been added
because it constitutes an important artifact for deployment of the functionality on a specific
platform. The PSI isn’t a model in the same sense as the CIM, PIM, and PSM. It refers to the
code generated from a PSM that implements the PIM on a specific platform. It is discussed
with some military programs such as the Single Integrated Air Picture (SIAP®) captured in the
Integrated Architecture Behavioral Model (IABM) created by the Joint SIAP System
Engineering Organization (JSSEO) and realized in the Open Architecture Track Manager
(OATM™), a project with which I was involved.

9. See, for example, Basil Krikeles, Robert Merenyi, and John Brtis, “Use of MDA in the SIAP
Program,” at www.omg.org/news/meetings/workshops/MDA_2004_Manual/
4-4_Krikeles_ Merenyi_ Brtis.pdf.

10. They do love their acronyms, don’t they?

Probably the most common use of MDA is the generation of the PSI from the PSM (or even the
PIM, skipping the explicit creation of the PSM). In fact, some tool vendors will tell you that
MDA is all about specifying actions in an action language even though the MDA
specifications don’t even mention the term. These people clearly have something they're trying
to sell. Having said that, let’s examine the concept a bit.

Let’s Talk about Action Language for a Moment

Actions are primitive statements such as augmenting a variable, creating an instance, or
sending a message. Actions show up in three primary places in a UML mode: as actions on a
state machine, as actions in an activity diagram, or as statements in a method body. The OMG
specifies action semantics''—that is, the kinds of things that an action language must be able
to state—but does not specify an action language. An action language meets the required action
semantics but also provides a syntax. What most people mean when they use the term action
language is abstract action language—a language that is not meant to be directly compiled
into executable object code but rather is intended to be translated into a concrete action
language for compilation.

11. See “Action Semantics for the UML,” OMG document ad/2001-03-01,
www.omg.org/docs/ptc/01-11-11.pdf.

As it happens, any 3GL such as C, C++, Java, or Ada can be used to express the action


http://www.omg.org/news/meetings/workshops/MDA_2004_Manual/4-4_Krikeles_Merenyi_Brtis.pdf
http://www.omg.org/news/meetings/workshops/MDA_2004_Manual/4-4_Krikeles_Merenyi_Brtis.pdf
http://www.omg.org/docs/ptc/01-11-11.pdf

semantics for a UML model. The OMG does not currently define an action language, although
there is some work under way in this regard,** but nothing is expected to emerge until late
2009 or possibly later.

12. See “Concrete Syntax for a UML Action Language: Request for Proposal,” OMG document
ad/2007-08-02, at http://www.omg.org/.

The vast majority of modelers use, and prefer to use, the same concrete language in their
models as they plan to use for the implementation. However, there are some advantages to
using an abstract action language. If you plan to implement the model in multiple concrete
languages, or need to allow for the possibility of reimplementing the model in a different
concrete language, then an abstract action language provides some real benefit.

Abstract action languages are not without their drawbacks. First, for right now, they are
vendor-specific and will be until and unless the OMG releases a standard. That ties your
models to a specific tool even though UML models may be exchanged if the tools adhere to the
XMI standard (in the upcoming section “XMI”). Second, many developers don’t want to learn
another language at the same level of abstraction as the implementation language in which
they are already experts. An even more serious issue is the difficulty in debugging. If you
discover a problem in the PSI, you can’t change the PSI and import those changes into the
model, because the actions are specified in a different language. You need to fix the abstract
action language and then forward-engineer to test the code. There may not be an obvious
mapping between the abstract action language and the implementation language, so you will
have to think about how to cast the problem in the action language to produce the design
implementation language result. Since the two languages are at the same level of abstraction,
this may be more trouble than it’s worth. Last, the most serious complaint is that unless the
action language includes a decompiler (translator from the implementation language to the
action language), you can never touch the PSI without breaking the connection between the
model and the code. While forward engineering (generation of code from models) is the
primary workflow that must be supported, it seems draconian, as well as unnecessary, to
completely disallow the reverse workflow.

As I have mentioned, most developers using MDA today use the target implementation
language as a concrete action language in the model. This does mean that if the model must be
retargeted toward a different implementation language there is some work to do, but using a
concrete action language eases the debugging while simultaneously enabling reverse
engineering when necessary.

2.3.7. Model Transformation


http://www.omg.org/

With all these models around, how does one ensure consistency? MDA approaches this
problem through model transformation. Models may be transformed manually, to be sure,
but emphasis is placed on automating these transformations as much as possible. Primarily
models are forward-transformed (CIM to PIM to PSM to PSI), but sometimes backward
transformations are performed as well.

There are many ways these model transformations can be done. The most useful are by
metamodel mapping, by marking and transforming the model, and by elaborating the model
with design patterns.

Metamodel Transformations

Metamodel transformations are done by creating PIM- and PSM-specific metamodels and
transforming a metaclass from one into the metaclass for the other. The basic idea is shown in
Figure 2.8. The PIM is captured in a domain-specific modeling language (most likely a UML
profile) that contains domain concepts for the platform-independent application semantics.
The PSM is defined using a different metamodel (also likely a UML profile). The mapping
rules identify which metamodel elements in the PSM are created from which metamodel
elements in the PIM.

Figure 2.8 Metamodel transformations
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The disadvantage of this is the work involved in creating two different metamodels and the
mapping rules that define the transformation between them, as well as constructing the
translator. The advantage of the approach is that once this work is done, many metamodels
can be transformed easily. This approach is not used as often as the other approaches
discussed here.

Another approach is to mark the one model with “design hints” and use a translator that uses
the design hints to create the PSM by applying transformational rules to the marked elements
(see Figure 2.9). This is very similar to the previous metamodel transformational approach
discussed but is less work to implement. In this approach, marks are added to the source
model (usually the PIM). These marks are almost always either stereotypes (such as the
«trace» and «active» stereotypes mentioned previously), tags (user-defined name-value
pairs), or constraints (user-defined “well-formedness” rules). These three elements form the
lightweight extension mechanisms in the UML used to define profiles, a topic that will be
discussed soon.

Figure 2.9 MDA model transformations
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For example, some classes in the PIM might be marked as «distributed» and the translator

might generate CORBA or DDS (Data Distribution Service) interface description language
(IDL) for the marked elements. Or an association on a class might be marked «1PC» to indicate

interprocess communications.

The third, and most common, approach for generating the PIM is through the manual or
semiautomated application of design patterns (see Figure 2.10). A design pattern is a
generalized solution to a commonly recurring problem; that is, to be a design pattern, it must



be generalizable and must still make sense when the specifics of its application are removed. It
must also address a concern that reappears in a variety of contexts; that is, it must be
reusable.

Figure 2.10 Design pattern model transformations
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Another useful definition for a design pattern is that it is a parameterized collaboration.
It is a set of collaborating object roles, some of which are the formal parameters of the pattern.
These parameters are object roles typed by classes that will be replaced by classes from the
PIM. The process of substituting the actual parameters (classes from the PIM) for the formal
parameters (classes in the pattern) is called pattern instantiation.

A design pattern has a number of important aspects. The problem is a statement of the goals
of the design pattern, specifically: What design problem does the pattern address? The
applicability defines the environmental or operational circumstances that enable the pattern
to be effectively used. The solution is the pattern itself. The solution is usually shown as a
collaboration of structural elements (types and classes) with relations tying them together plus
a set of interaction views showing how the elements interact dynamically. In addition, state
machines and activity diagrams may show complex state or algorithmic behavior if helpful.
The consequences are arguably the most important aspect of the pattern because ultimately
these decide whether the pattern is an appropriate choice. The consequences are a set of
benefits and costs of using the pattern. Because design (and design patterns) is all about
optimality, whenever you optimize one aspect, you deoptimize some other. The consequences
enable the developer to make good pattern selections.



The application of design patterns can be automated by tools. For example, the Rhapsody tool
(from IBM Rational) applies a number of design patterns automatically (although this can be
configured). Some of the design patterns Rhapsody automatically implements include the
following:

« Container-Iterator Pattern

« Event Queue Pattern

 Guarded Call Pattern

« State Pattern

« CORBA Broker Pattern (supports CORBA, COM*3, DCOM™)
13. Component Object Model.

14. Distributed Component Object Model.

 Data Bus Pattern (supports DDS)

For example, for the classes in Figure 2.11, code can be generated that uses built-in or
Standard Template Library (STL) containers and iterators to manage the collection. This is
done automatically by Rhapsody and serves as a useful, but simple, example of design pattern
automation. The header file for the waveform class is shown in Listing 2.1, and the
implementation file is shown in Listing 2.2. You can see that oMCol lection<DataElement*> and

OMIterator<DataElement*> are added to manage the collection of DataElements.

Figure 2.11 Container-Iterator Pattern example
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Listing 2.1 waveform.h



#ifndef Waveform_H
#define Waveform_H

//#¥ auto_generated
#ginclude <onfoxf.he

//#¢ auto_generated
#include <onflomcollec.hs
S8 Tink itsDataElement
class DataElement;

//## package pattern
Ji# class Waveform
class Waveform {
A Constructors and destructars /)
public :

//## auto_generated
Waveform();

/& auto_generated
~Waveform(};

i Additional operations i

//## auto_generated
OMIterator<DataElement®> getItsDataElement() const;

/& auto_generated
void addItsDataElement(DataElement* p_DataElement);

J{## auto_generated

void removeltsDataElement(DataElement® p_DataElement):

[/## auto_generated
void clearItsDataElement();

protected :

[/## auto_generated
void cleanUpRelations();

{fff  Relations and components  ////
OMCoTlection<DataElement®s itsDataElement; //## 1ink itsDataElement

M Framework operations i

public :

}

//## auto_generated
void _addItsDataklement (DataElement® p_DataElement);

//# auto_generated
void _removeItsDataFlement(DataElement® p_DataElement):

/{## auto_generated
void _clearItsDataElement();

fondif



Listing 2.2 waveform.cpp

//## auto_penerated
ginclude "Waveform.h"
J/#2 Tink itsDataElement
#include "DataElement.h”
//## package pattern

J/## class Waveform
Waveform: :Waveform() {

}

Waveform: :~Waveform() {
cleanlpRelations();

}

OMIterator<DataElement®> Waveform::getItsDataElement() const {
OMIterator<DataElement™s iter(itsDataklement);
return iter;



void Waveform::addltsDataElement(DataElement® p_DataElement) {
if{p_DataElement = MULL)

pDataklement->_setItsWaveform{this);
_addltsDatat lement (p_Dataklement);
void Waveform: : removeltsDatak lement(Dataklement® p_DataElement) {
if{p_DataElement '= MULL)
p_DataElement->__serIrsWaveform{NULL);

_rempveltsDatablenent(p_Dataklement);

}

void Waveform::clearTtsDataklement() {
(MIterator<dataklement®> iter(itsDatatlement);
while (*iter]
(*iter)-s_clearItsWavefora();
Lere;

i
_clearTtsDatak lement{);

void Waveform::cleanUpRelations() {
{
(MIterator<Datatlement®s iter(itsDatablement);
while (®iter){
Waveform® p_Waveform = (®iter)->getltswavefora();
if(p_Wavefora 's NULL)
{
{*iter)-s__setltsWaveform(NULL);
Ttere+;

itsDatak lement. remaveAl1():

}
}

void Waveform:: _addItsDataElement(DataElement* p_lataElement) {
itsDaraklement . add(p_Dataklement);

void Waveform::_removeltsDataElement{Dataklement® p_DataElement) {
jtshataklement. remove(p_Dataklement);

void Waveform:: _clearTtsDataElement() |
itsDataklement. removed11();

It should be noted that sometimes some models may be only implicitly created. For example,
Rhapsody can generate PSI directly from a PIM through the application of design patterns.
During this transformation (called “code generation”), Rhapsody internally generates the PSM
(which it calls the “simplified model”) and then generates code from the PSM. Normally, this
PSM is not exposed to the modeler, but it can be, if the developer wants to see, store, or
manipulate it. For example, in the previous code samples, the PSM is not explicitly exposed.

It is also common to manually elaborate the PIM into the PSM by adding design patterns by
hand. This can be done because some patterns are difficult to automate, for example. In
general, I recommend a combination of both automated and manual transformations to create
the PSM.



Common Model Transformations

A number of specific model transformations are commonly done as development work
progresses. The MDA specification and usage focus on the PIM-to-PSM translation, but there
are several more as well.

CIM to PIM

This transformation is so common that it is a basic part of the development process. The CIM
captures and organizes the requirements into use cases and related forms (e.g., sequence
diagrams, state machines, activity diagrams, and constraints). The analysis model, or PIM,
identifies the essential structural elements and relations necessary to perform the semantic
computations of the application. This is commonly called “realizing the use case.”

This transformation is problematic to automatically transform, so virtually everyone does it
through an object discovery procedure. Development processes differ in how this procedure is
performed. In the Harmony/ESW process, a technique called object identification strategies is
used to ferret out the essential elements of the PIM. Continual execution is also used to ensure
that we’ve done a good job. This translation will be discussed in more detail in Chapter 6,
“Agile Analysis.”

PIM to PIM

PIM-to-PIM mappings are usually ones of refinement in which more details are added to a
more general PIM. This most commonly occurs when it is desirable to create a family of PSMs
that have common design properties; in that case, the common design properties can be put in
a refined PIM even though they properly belong in a PSM. For example, a PIM might include a
common subsystem or concurrency architecture structure, even though the details of how the
subsystems are deployed and how the concurrency units are implemented may be omitted
from the refined PIM.

PIM to PSM

This is probably the most common focus in MDA. This is traditionally the mapping from the
essential analysis model to the platform-specific design model. In the Harmony/ESW process,
this is done at the three levels of design but MDA focuses mostly on the architectural views. To
this end, Harmony/ESW defines five key views of architecture that organize and orchestrate
the elements of the PIM within the PSM. This will be discussed later in the section “Harmony’s



Five Key Architectural Views.”

PSM to PIM

This “backward” mapping is largely a matter of mining an existing design for essential
elements or stripping out platform, technology, and design patterns to uncover the essential
model hiding within the PSM. This transformation is useful when moving from an existing
system design to a family of products. It is often used in conjunction with the PSI-to-PSM
(reverse-engineering) transformation to identify the essential elements hidden within an
existing code base. This can be an essential part of refactoring a model when the PIM doesn’t
exist.

PSM to PSI

Other names for this transformation are “code generation” and “model compiling.” A number
of modeling tools can generate code from the model. Tools can be classified into three primary
types in this regard. Nongenerative tools don’t generate any code from the model. Such tools
are commonly known as “drawing tools.” The second category of tools generates code frames;
these tools generate classes and class features (e.g., attributes and empty operations for the
developer to elaborate) but don’t deal with state machines or activity diagrams. The final
category contains so-called behavioral tools and generates code from the behavioral
specifications (i.e., state machines and activity diagrams) as well structural elements. This last
category of tools tends to be the most capable but also the most expensive.

Within the generative tools, a number of different techniques are employed for generating the
code. Two primary kinds are rule-based tools and property-based tools. Rule-based tools use a
set of rules, captured in some human-readable (and proprietary) form, to model the code
generation. A translator (compiler) applies these rules to construct the output code. For
example, one rule might be that when an association end is encountered in a class, it is
implemented as a pointer whose name is the role end label. Property-based tools are model
compilers that provide a set of user-defined properties to tune the code generation. These tools
are usually somewhat less flexible than rule-based tools but are usually far easier to use.

PIM to PSI

It is possible that the model translator skips the step of producing the PSM and directly
outputs the PSM. It is common that internally this translation takes place in multiple phases,



and one of these phases constructs an interim PSM but the intermediate PSM is thrown away.
This is a viable strategy for production of the final design, but it is also extremely useful for
testing and debugging the PIM before design is even begun. This is a common way to work
with Rhapsody, for example. The code generators in Rhapsody have built-in design rules out of
the box and so partially complete PIMs may be executed by generating the code, compiling it,
and running the generated executable. In this case, the default design decisions are not really
exposed to the user and they are, in some sense, the simplest design choices. These decisions
work fine for the purpose of testing and debugging the PSM and are usually changed and
elaborated during the design phase.

PSI to PSM

The PSI-to-PSM model transformation can be done in two primary ways: reverse engineering
and round-trip engineering. Reverse engineering occurs when you construct a PSM model
from a code base for which no model exists. Round-trip engineering occurs when minor
modifications are made to the code generated from a model. Reverse engineering is normally
done incrementally, a piece at a time, but still only once for a given code base. Round-trip
engineering is done more frequently as developers modify the generated code.

Reverse engineering is extraordinarily helpful, but it is not without problems. The first
problem is that many times the developers are not satisfied with the generated model because,
for perhaps the very first time, they can directly see the design. Often, that design isn’t very
good; hence the consternation. In addition, some aspects of the model may not be easy to
generate. For example, while it is rather easy to generate the structural model from the code,
few reverse-engineering tools identify and construct state machines from the underlying code.
It is a difficult problem, in general, because there are so many different ways that state
machines may be implemented.

Another problem can arise if the code generated forward from the constructed model doesn’t
match the original code because of differences in the translation rules. To be correct, the
original and subsequently generated code must be functionally equivalent, but there is often a
desire to have them look the same as well. Some reverse-engineering tools fare better than
others on this score.

In general, I recommend an incremental approach to reverse-engineering a code base:
1. First, in code, identify and separate the large-scale architectural pieces of the system.

2. Reverse-engineer one architectural element:



a. Integrate that element back with the remaining code, including the forward-engineered code
from the reverse-engineered model.

b. Validate the resulting code.
3. Reverse-engineer the next architectural element.

The basic practice of agile methods is to develop in small incremental steps and validate that
the resulting code works before going on. This practice is very successful with reverse-
engineering code bases.

Round-trip engineering is a much simpler problem because the model already exists. Most
code generators mark places where developers are allowed or not allowed to make changes in
the code, and the code generators insert markers to facilitate the round-trip engineering. The
advantage of this approach is that the developer can work in the code when that is appropriate
without breaking the connection between the model and the code. Some tools allow only
forward code generation and do not support round-trip engineering. Although I agree that
primarily code should be forward-generated, I believe that completely disallowing
modifications to the source code is a draconian measure best avoided.

2.4. MDA Technologies

The MDA standard relies on a core set of technologies, including MOF, UML, SysML, CWM,
and profiles.

2.4.1. MOF

The MOF forms the core basis for all modeling within the OMG family of standards, including
the UML. MOF is a kind of universal modeling language in which other modeling languages
may be defined; in fact, MOF can be thought of as the language in which the UML is defined.

MOF uses the same basic syntax as UML models, so you can use UML tools to create MOF
models. MOF is used to create other modeling languages, such as the Common Warehouse
Metamodel (CWM) and the CORBA Component Model (CCM). Most developers don’t need to
directly work in MOF, but it’s there in the conceptual underpinnings of UML if needed.



2.4.2. UML

The UML is enormously successful; in fact, it is the de facto standard software modeling
language. I have contributed to the UML standard and so I have a keen interest in its success.
It is a mostly graphical modeling language consisting of many different kinds of diagrams, as
shown in Figure 2.12.

Figure 2.12 UML diagram types
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Strictly speaking, these are not all different diagram types. Some constitute diagram uses; for
example, a structure diagram is a class diagram whose purpose is to show the internal
structure of a composite class, and a package diagram is a class diagram, the purpose of which
is to show some aspect of the model organization.

The three key diagrams are the class, state, and sequence diagrams. The other diagrams have
their place and add value, but any system can be constructed from these three basic diagram

types.

We won’t say much about the UML per se in this book, although we will use it extensively.
Interested readers are referred my books Real-Time UML for exposition and explanation of
how to use the UML and Real-Time UML Workshop for Embedded Systems (Burlington, MA:
Elsevier Press, 2006) for detailed exercises with solutions from the real-time and embedded
domain.

2.4.3. SysML
Strictly speaking, the Systems Modeling Language (SysML) is a UML Profile; that is, it is a



minor extension/elaboration/subset of the UML. I also contributed to the SysML standard.
The SysML is an attempt to bring the power of UML modeling to the systems engineering
domain. Historically, systems engineers have rejected the UML because it is too “software-
oriented.” The SysML standard changed the names of key elements and is now experiencing
great success with systems engineering groups.*® SysML simultaneously subsets the UML (for
example, SysML does not use UML deployment diagrams but uses block—i.e., class—diagrams)
for this purpose and extends the UML by adding new semantic extensions (e.g., modeling
continuous behavior), new diagram types (e.g., parametric diagrams for showing parametric
values and their relations), and some model libraries (e.g., SI definitions model library for
standard international types).

15. OK, we did some other things as well, such as elaborating activity diagrams to be
continuous in time and value (a genuinely valuable extension), but the primary thing that
made the UML acceptable to systems engineers was changing the term Class to Block. Go
figure ©.

Figure 2.13 summarizes the primary inclusions and extensions SysML makes to the UML.

Figure 2.13 SysML diagram types
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2.4.4. XMI

One of the good things about the MOF-based standards is that they provide model interchange
standards. This is valuable for a couple of reasons. First, it means that, in principle, you are
not bound to a particular vendor with all your corporate intellectual property. This is huge,
because companies have millions of dollars invested in their UML models. If a tool vendor
goes out of business, or if another tool vendor arises that better meets the developer needs, the



XML Model Interchange (XMI) standard provides an accepted common means for bringing
your models, and the intellectual property they represent, to the new tool. It also means that
supporting analysis tools, such as RAPID RMA from Tri-Pacific Software®® (a performance and
schedulability analysis tool), have a standard way of reading user models so that they can
perform specialized functions and analysis. The current version of XMI, 2.1, has finally met the
users’ request to provide diagram interchange in addition to the interchange of semantic
elements. Unfortunately, due to varying degrees of adherence to the XMI standard, XMI
interchange is not as seamless as it should be. However, most users don’t use XMI frequently,
so the pain is manageable.

16. www.tripac.com/html/prod-fact-rrm.html.

2.4.5. CWM

The Common Warehouse Metamodel (CWM) is primarily concerned with metadata
management and data transformations. It actually contains a set of metamodels for relational
databases, record structures, XML, and data transformations. Its purpose is to enable
interchange of warehouse and business intelligence metadata between various tools and
repositories. CWM is based on UML, MOF, and XMI.

2.4.6. Profiles

A UML Profile is a version of the UML specialized for some special purpose or domain. A
profile is a coherent set of lightweight extensions to existing UML elements, inclusions and
omissions from the UML standard, and additional elements. A profile must be consistent with
the base definition of the UML. It is not allowed to extend the metamodel directly. It is
considered an extension at the M1 level, although we find it more useful to consider at level
Maz1.5. The extension mechanisms include:

« Stereotypes

e Tags

« Constraints

« Model libraries

A stereotype is a special “kind of” metaclass. Typically, it identifies an element that is used in
a specific way, has additional associated metadata, or has additional rules for usage.
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Stereotypes are normally identified by attaching the stereotype name in guillemets, but you are
also allowed to add new notations. New notations can include both specialized graphics
symbols for the stereotyped element as well as new diagrammatic types based on existing
diagrams. For example, Figure 2.14 shows a DoDAF*” Operational View-2 (OV-2) diagram,
which is a stereotype of a class diagram. On it we see operational nodes and human
operational nodes (stereotypes of instances) connected via needlines (stereotype of links).
On the needlines, we see information exchanges (stereotypes of UML information flows).
Underneath, the elements have valid UML specifications, but the stereotype allows you to cast
the problem in the vocabulary of its domain.

Figure 2.14 DoDAF OV-2 diagram
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17. Department of Defense Architecture Framework.

Stereotypes often contain additional metadata, stored in tags. A tag is a name-value pair.
Associating a set of tags with a stereotype means that any stereotyped element also contains
those tags. For example, the same DoDAF profile has a stereotype constraint called a
PerformanceParameter used for modeling different kinds of qualities of service. Performance

parameters have tags as shown in Figure 2.15.

Figure 2.15 Performance parameter tags
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Other profiles have other tags. The UML Profile for Schedulability, Performance, and Time
(SPT) has a large set of stereotypes with associated tags for capturing performance and
schedulability metadata. Because the underlying model is UML, these can be exported in XMI
to be used by performance analysis tools.

Constraints are a common way to assign values to tags. A constraint is a user-defined “well-
formedness” rule—a rule that defines a criterion for a well-formed model element. Tags are
often associated values in constraints. These constraints are usually declarative and can be
validated only by testing the system, often on its ultimate target platform (PSM).

A model library is a set of predefined constructs, such as the SI definitions within the SysML
profile that provide standard data types for typical measures of length, mass, time, current,
temperature, and so on; these include units such as meters, kilograms, seconds, amperes,
kelvins, and others.

A profile is a coherent set of these extensions—stereotypes, tags, constraints, and model
libraries—all tied to the underlying UML metamodel.

Common profiles in the real-time and embedded domain include:

» SysML—a profile of the UML intended to provide the modeling power of UML to systems
engineers

« The UML Profile for SPT—a profile intended to provide standard ways of representing
performance metadata for analysis



« Modeling and Analysis of Real-Time and Embedded Systems (MARTE)—a profile intended
to replace and extend the SPT profile to cover other concerns of embedded systems beyond
just performance (not yet released; currently in finalization)

« UML Profile for DoDAF and MoDAF (UPDM)—a profile intended to provide a standard
means of representing DoDAF (U.S.) and Ministry of Defense Architecture Framework (UK)
models in the UML (not yet released; currently in finalization)

« UML Testing Profile—a profile intended to provide ways of representing test vectors, test
suites, and test fixtures to facilitate the testing of UML models and to bring the expressive
power of UML to the testing domain.

2.5. Benefits of MDA

MDA brings a number of significant benefits to the developer, including the agile developer.
Modeling, well performed, enhances visibility and understandability of the analysis and design.
In addition to the benefits of standard UML modeling, MDA provides benefits of its own,
especially portability, reusability, and isolation from technological churn.

2.5.1. Portability

In this context, portability means the capability of moving an application from one execution
environment to another. MDA clearly improves portability because the PIM provides all the
functionality in an inherently reusable form. This is because the platform and technological
details are missing from the PIM. Once a high-quality PIM is created, it can be put on different
platforms through model transformations to create PSMs for the target environments.

2.5.2. Reusability

One of the problems with source code as a repository for intellectual property is that it
contains essential functionality munged together with implementation details. For most
companies building real-time and embedded systems, their key intellectual property is not
platform-related; it is in the state or algorithmic specification of the essential behavior. A
company that makes flight control systems has a core interest not in network architectures,
but in how flight systems work. A company that makes routers has a core interest in network
architectures but not in operating systems. Each of these companies wants to be able to create



its core intellectual property in such a way that it can be used on other platforms or when the
nature of the existing platforms changes.

MDA provides a clear means to achieve this goal: creating inherently reusable intellectual
property within the PIM and reusing it by specifying the PSM that includes platform and
technological details.

2.5.3. Isolation from Technology Churn

Another point of view on reusability comes from the fact that technology changes, and it
changes quickly. New network infrastructures, new CPUs, and new operating systems appear
all the time. The core semantics of the applications don’t, for the most part, change nearly as
quickly. If you work in a domain in which systems must be maintained for a long period of
time—such as military and aerospace—then you need isolation from the constant churn of
technology. It is too expensive to completely reengineer a system because a CPU or network
becomes obsolete. Having the essential semantic intellectual property captured in the PIM
makes it far easier to integrate new technological and platform solutions.

2.6. Harmony’s Five Key Architectural Views

The UML is a generic modeling language and expressly does not contain content that is
process-dependent. Thus, it has weak notions about what should be considered architecture
and how to go about creating it. On the other hand, the Harmony/ESW process is in the
business of providing that guidance and has very strong opinions about what constitutes an
architecture and how to go about creating it.

As shown in Figure 2.16, Harmony/ESW centers its architectural concern around five key

views:

Figure 2.16 Harmony/ESW five key views of architecture
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« Subsystem and component architecture

« Concurrency and resource management architecture
« Distribution architecture

« Safety and reliability architecture

« Deployment architecture

These architectural aspects are expressly identified because in my experience they play a key
role in the efficiency and quality of the delivered system. Harmony organizes its architecture
into these aspects because the computer science literature is organized in the same way. It
should also be noted that these aspects are a part of architecture, architecture is a part of
design, and design optimization is part of the PSM. Thus, these concerns usually do not appear
in the PIM but instead only in the PSM.

It is normal to create one or more diagrams expressing each of these architectural viewpoints;
thus, your models have a “subsystem diagram,” a “task diagram,” a “distribution diagram,”
and so on. These are usually nothing more than class diagrams with a mission to show specific
aspects of the architecture; that is, they will show the model elements relevant to the
architectural viewpoint in question but not more than that.

In an incremental development process such as Harmony/ESW, not all of these viewpoints
may be present in all of the prototypes.’® Early prototypes may have only the subsystem



architecture in place and only later will the other viewpoints be added. When the various
architectural aspects are added is dependent upon the schedule and iteration plans for the
project—a topic I will discuss in more detail in Chapter 5, “Project Initiation.”

18. Remember that in this context a prototype is a “working, validated version of the system”
that may be incomplete. Nevertheless, the code that it does contain is the code that will be
eventually delivered.

2.6.1. Subsystem and Component Architecture

A subsystem is the largest-scale architectural unit within a system. Both components and
subsystems are kinds of classes in the UML that serve a similar purpose: provide large-scale
organizational units for elements within the running system. The subsystem and component
architecture focuses on:

« The identification of the subsystems and components
« The allocation of responsibilities to the subsystems and components
« The specification of interfaces, both offered and required, between the subsystems

The subsystem architecture is usually shown on one or more “subsystem” (class) diagrams that
contain the subsystems, ports, and interfaces. There are different styles in use for constructing
the class diagram. One very common approach is to create a structure diagram representing
the system containing the subsystems as parts with connectors linking them together (see
Figure 2.17). Another is to show the subsystems as classes on a class diagram with their ports
and interfaces (see Figure 2.18). A third way is to depict each subsystem on its own diagram
surrounded by the interfaces it offers or requires (see Figure 2.19). A fourth way is to just
focus on the interfaces themselves (see Figure 2.20). Each of these diagram styles focuses on
an important aspect of the subsystem architecture. It is not uncommon to show multiple
aspects of the subsystem architecture by providing different diagrams. I, for example, typically
use all of these for systems of even moderate complexity.

Figure 2.17 Subsystems as system parts



Figure 2.18 Subsystem classes with interfaces
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Figure 2.19 Subsystem with interface details
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Figure 2.20 Subsystem interfaces overview
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2.6.2. Concurrency and Resource Management Architecture

The concurrency and resource management architecture has a tremendous impact on the

performance of the system. This architectural view focuses on:

« The identification of the concurrency units

» The mapping of the concurrency units to OS tasks and threads

« The specification of the concurrency units’ metadata, such as:

° Priority

° Period

° Execution time
° Blocking time

« Specification of scheduling mechanisms




« Identification of resources
« Specification of resource-sharing patterns

The concurrency architecture is usually shown on one or more “task” (class) diagrams
containing the active classes, performance metadata in constraints, and possibly other
concurrency mechanisms, such as queues and semaphores.

Figure 2.21 shows a typical task diagram with the «active» classes (classes with heavy side
borders), resources (stereotyped from «SAResource», the SPT profile), and concurrency-related
metadata in constraints. In this case, there are three «active» classes with a total of five

«active» instances, since there are two instances of the waveformScaler and Display tasks.

Figure 2.21 Task diagram
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In addition to the task diagram, UML timing diagrams are useful for showing changes in state
or value over linear time. Timing diagrams are particularly useful for viewing the correlation of
state changes to concurrently executing objects. Sadly, few tools support timing diagrams,*®
but they can be constructed using tools such as Microsoft Excel.

19. I introduced timing diagrams for such systems in my book Real-Time UML, First Edition
in 1997 and wrote the initial draft for the UML 2 specification for timing diagrams, so I have a
vested interest ©.



Figure 2.22 shows a typical timing diagram with concurrently executing instances. The
ordinate values are the states of the instances and the abscissa axis represents time.

Figure 2.22 Timing diagram
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2.6.3. Distribution Architecture

The distribution architecture centers on the technologies and techniques by which objects
executing in different memory spaces find each other, communicate, and collaborate.
Technologies include the network hardware and infrastructure as well as the communication
protocol stacks. Different patterns can be layered on top of the protocol stack to provide
different benefits (at different costs). Common patterns include the Proxy, Data Bus, Broker,
and Port Proxy patterns,® but there are many others.

20. See my book Real-Time Design Patterns and Douglas Schmidt, Michael Stal, Hans
Rohnert, and Frank Buschmann, Pattern-Oriented Software Architecture, vol. 2, Patterns for
Concurrent and Networked Objects (New York: John Wiley & Sons, 2000).

The distribution architecture is usually shown on one or more class diagrams that include the
elements that manage the marshaling, transmission, and delivery of information or events.

Figure 2.23 shows a typical example of a class diagram with distribution information added.
The classes added to implement the distribution patterns are shown with shading.



Figure 2.23 Distribution diagram
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2.6.4. Safety and Reliability Architecture

Safety and reliability aren’t necessary aspects for all systems but they are for many real-time
and embedded systems. The safety and reliability architecture is concerned with the
identification, isolation, and correction of faults during system execution. The safety aspect
centers on doing the right thing, since safety is defined to be “freedom from accidents or

losses.”*

Safety does not concern itself with the delivery of services, only the protection from
harm. An accident is a loss of some kind, usually referring to harm to one or more persons,
but it can also refer to equipment damage or monetary loss. A hazard is a condition that will
lead to an accident, such as operating an aircraft with insufficient fuel. The severity of the
accident is a quantitative measure of how serious the accident is or could be. Different safety
standards have different quantification schemes for severity. The likelihood of an accident is
a measure of how often an accident occurs with the hazard present. Likelihood is typically
measured as a percentage of occurrences (e.g., 0.3% likelihood means that the accident will
likely occur three times out of 1000 executions) or as a stochastic value of the likely execution
time necessary for an accident to occur. The risk associated with an accident is the product of

the likelihood of an accident and its severity.

21. Leveson, Safeware.



Reliability, on the other hand, concentrates on the delivery of services. Reliability is almost
always measured as a stochastic value, such as mean time between failure (MTBF).

Reliability and safety are often opposing concerns. If a system has a fail-safe state (a condition
under which the system is always free from accidents), then if there is a detected problem, the
safest thing to do is to go to that state. Most often, services are either not delivered or only a
small subset of services is delivered in the fail-safe state, so going to this state decreases the
system’s reliability. If there is no fail-safe state, then usually improving the reliability also
improves the safety. In any case, detailed analysis is required.

The primary views for the safety and reliability architecture are class diagrams showing the
redundant elements with behavioral or interaction diagrams illustrating the fault identification
and response behaviors. In addition to these UML views, it is customary to add other
analytical means, such as FTA or FMEA. A hazard analysis is a common document for
safety-critical or high-reliability systems. The hazard analysis correlates faults, fault
identification means, fault tolerance times, fault corrective measures, fault identification times,
and fault action times.

Since safety and reliability architecture fundamentally requires redundancy, the patterns for
safety-critical systems and high-reliability systems focus on how to use redundancy in different
ways to achieve different effects. Two primary approaches for architectural redundancy include
homogeneous and heterogeneous redundancy. Both these types of patterns are based on the
Channel Pattern,®* in which a channel is a subsystem that contains parts that transform data
in a series of steps from raw acquisition through controlling the external environment. The
advantage of the Channel Pattern is that adding redundancy is simply a matter of replicating
the channel and providing logic that controls the execution of the different channels. In
homogeneous redundancy, the channels are identical. For this reason, homogeneous
redundancy provides protection against failures (“It used to work but it broke” kind of faults)
but not against systematic faults (design or coding errors). Heterogeneous redundancy, on the
other hand, uses a different design or design team to create the different channels and so
provides some protection against both failures and errors.

22. See my Real-Time Design Patterns. Another good reference is Robert Hanmer, Patterns
for Fault Tolerant Software (New York: John Wiley & Sons, 2007).

Figure 2.24 shows a heterogeneous architecture for speed control of a high-speed train. One
channel uses an optical sensor that times the passage of marks affixed to the wheel while the
other channel computes the Doppler shift of a radar beamed down at the track. Both channels
have steps for data validation, and both also have parts that execute periodic built-in tests
(BITs).



Figure 2.24 Safety and reliability architecture

2.6.5. Deployment Architecture

In general, the deployment architecture specifies the responsibilities of elements from different
engineering disciplines and how those elements interact among the different disciplines. In
real-time and embedded systems, the relevant engineering disciplines include software, digital
electronics, analog electronics, and mechanical, optical, and chemical engineering. In the
simple case, in which the hardware is already predefined, the deployment architecture is
limited to identifying how the software maps onto the digital electronics.

The deployment architecture is related to the distribution architecture, but they have distinctly
different concerns. The distribution architecture concentrates on the technologies and
techniques for object communications, whereas the deployment architecture focuses on the
allocation of responsibility to different engineering disciplines and how elements from the
disciplines collaborate to achieve the system functionality.

In systems with hardware and software codevelopment, the job of the deployment architecture
definition is usually relegated to the systems engineer. This is normally part of what is called
architectural analysis and produces a work product called a trade study in which
different hardware/software deployment allocations, technologies, and platforms are evaluated
against a weighted set of design criteria (often known as measures of effectiveness [MOE]).*3



23. For a simple but well-respected approach called the “weighted objective method,” see Nigel
Cross, Engineering Design Methods: Strategies for Product Design, Third Edition (New York:
John Wiley & Sons, 2000).

Two primary approaches to the allocation of software to digital electronic hardware are
asymmetric (static design-time allocation) and symmetric (dynamic runtime allocation).
Asymmetric allocation is simpler by far but less flexible and less fault-tolerant than dynamic
allocation.

The UML provides a “deployment diagram” as a distinct diagrammatic type. However, it has
weak semantics and is not very expressive. For this reason, the SysML profile declined to use
the predefined UML deployment diagram and instead uses class (“block”) diagrams for this
purpose. However, to be fair, if the system is using commercial off-the-shelf (COTS) or
previously developed hardware, the standard UML deployment diagram may be adequate.

The standard deployment diagram provides two primary structural element types: nodes
(hardware elements) and artifacts (software architectural pieces existing at runtime).
Components are mapped onto the hardware elements either by placing them within the node
or by linking the components to the nodes with «deploy» dependency relations. Nodes
specialize in many ways. In the simple case, a node may be a «device» (hardware that doesn’t
execute software you develop) or a «processor» (onto which you can map your component
artifacts).

In addition, flows can be used between the elements to show information exchange.

Figure 2.25 shows a typical UML deployment diagram. Note that «device» nodes are more
precisely stereotyped and special icons are used for some of them. Again, this is common in
UML deployment diagrams.

Figure 2.25 UML deployment diagram
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Alternatively, a class diagram can be used. The advantage is that the class diagrams have
richer semantics, and more precision can be used to depict the services and data features of
the hardware elements.

Figure 2.26 shows elements from different disciplines, including mechanical and chemical
elements. These are shown both with shading (for nonsoftware elements) and stereotypes.
Some of the electronic elements are shown with services.

Figure 2.26 Deployment with a class diagram



The details of these services—such as whether they are memory-, port-, or interrupt-mapped,
the bit allocations of the values, and so on—can be specified in tags defined for those
operations.

Figure 2.27 shows that the service getvalue() provided by the electronic flow sensor is
memory-mapped at address 0OxFFEE 0x1570, is 32 bits in size, and has a value range of —
64000 to 64000. You can see that it is easy to access important interface detail when class
diagrams are used instead of the standard UML deployment diagrams.

Figure 2.27 Tags specifying interface details
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2.6.6. Secondary Architectural Views

There are, of course, architectural decisions to be made beyond those described in the five key
architectural views discussed above. Harmony/ESW relegates them to be secondary
architectural views because while in any specific system they may be important, they are rarely
as fundamental as the decisions made in the five key views.

Some important architectural viewpoints include the following:
« Information assurance

» Data management

* QoS management

« Error- and exception-handling policies

« Service-oriented architecture (SOA)

These architectural views are pattern-driven as well in Harmony/ESW. Information assurance
is concerned with managing data-related risks, including security (freedom from inappropriate
release of secure data and protection from hostile attack).>* There are a number of ways to
secure data and to prevent system attacks.* Data management refers to policies for storing,
retrieving, and managing data, including persistence, validation, and storage. QoS
management refers to a whole host of qualities, including execution time, precision, accuracy,
and data robustness. Error- and exception-handling policies identify the set of fault conditions



and lay out precise actions (including displayed user messages). Of course, this architectural
aspect must align with the safety and reliability architecture. SOA usually entails architectural
components for a service repository, service identification, and service brokering. SOA is
normally exclusively an enterprise (system of systems) architectural concern and so may not
appear in the development of individual systems.

24. Security and safety are distinctly different terms in English but share a common word in
German (sicherheit). So, German readers should be aware that I mean something different
from safety here.

25. See, for example, Markus Schumacher, Eduardo Fernandez-Buglioni, Duane Hybertson,
Frank Buschmann, and Peter Sommerlad, Security Patterns: Integrating Security and
Systems Engineering (New York: John Wiley & Sons, 2006).

2.7. Coming Up

In this chapter we explored the concepts and benefits of models and a model-driven
development approach. Models provide the ability to view different aspects of a system (e.g.,
functional, structural, behavioral, and interactive) and examine those aspects at different levels
of abstraction (e.g., system, subsystem, component, task, primitive element). MDA, a specific
set of standards within the OMG, defines a means for organizing models that provides benefits
of reusability and maintainability for complex systems composed of heterogeneous technology.
The CIM defines the requirements model, which focuses on stakeholder needs. The PIM
focuses on the essential aspects of the system that must be present. The PSM maps the PIM to
a target platform by including a set of technologies and design patterns. The PSI is the code
generated from the PSM. Model translation enables developers to move quickly and
confidently from one model to the next.

The Harmony/ESW process defines five key views of architecture: the subsystem and
component view, the distribution view, the concurrency and resource view, the distribution
view, and the deployment view. Through the use of models, not only can diagrams for each of
these views be created and maintained, but their consistency is ensured through the use of a
model repository. MDD (or MDA, if you prefer) is an enabling technology, independent from
and synergistic with agile methods.

The next chapter provides an overview of and justification for the Harmony/ESW process in
terms of core principles and how those principles are realized in practice. Chapter 4, “Process
Overview,” goes on to show how the principles and practices manifest themselves in the
process at a high level, the iterations and their phases, timescales, concepts, and core



principles. Subsequent chapters will drill down into the process details and provide detailed
guidance for how to execute and manage the process. Chapter 5, “Project Initiation,” discusses
project initiation and how to start up a real-time agile project, including the artifacts you may
(or may not) need, depending on the nature of the system being developed. Chapter 6, “Agile
Analysis,” talks about how to do agile analysis and focuses on creating an iteration plan for the
microcycle, clarifying the requirements with the CIM, and creating and validating the PIM.
Chapter 7, “Agile Design,” is all about design and the creation of the PSM. This chapter
includes all three levels of design—architectural, mechanistic, and detailed. Chapter 8, “Agile
Testing,” drills down into testing, particularly continuous integration strategies and end-of-
the-microcycle validation testing. Finally, Chapter 9, “Agile Process Optimization,” handles
how the agile process self-optimizes by identifying and managing issues related to schedule,
architecture, risks, workflows, and the process itself.



Chapter 3
Harmony/ESW Principles and Practices

The essential principles and practices of the Harmony/ESW process drive the process content
because a process is just a recipe for achieving a goal. It specifies roles (who does the work),
tasks (what the work is), workflows (the sequences of tasks), and work products (the stuff the
recipe creates). The elements of a process are selected and organized on the basis of its
underlying principles. A principle is a fundamental generalization that is accepted almost as
an axiom, a statement assumed to be true and that can be used as a basis for reasoning and
acting. Practices are the concrete realization of principles. A practice is a customary or
common way of acting that is consistent with the principles. Practices are elements that are
used as templates for behaviors during the performance of tasks within a process. Thus, in
order to understand why the Harmony/ESW process is as it is, it is important to understand
its conceptual underpinning, its principles and practices. These principles and practices are
really variants on just a few key ideas such as dynamic planning, getting continuous feedback
on the quality and progress of the work being done, and the use of abstraction (modeling) to
achieve the product goals.

3.1. Harmony Core Principles

The Harmony/ESW process is designed to realize a set of guiding principles. Understanding
these principles will help you understand how the workflows of the Harmony/ESW process are
organized and why.

The Harmony core principles include the following:

« Your primary goal: Develop working software.

« You should always measure progress against the goal, not against the implementation.

« That is, your primary measure of progress is working software.

« The best way not to have defects in your software is not to put them there in the first place.

« Continuous feedback is crucial.



« Five key views of architecture define your architecture.

« Secondary architectural views supplement your architecture.
« Plan, track, and adapt.

« The leading cause of project failure is ignoring risk.

« Continuous attention to quality is essential.

» Modeling is crucial.

Each of these principles is explained in the following sections.

3.1.1. Your Primary Goal: Develop Working Software

The most important single principle is that your goal as a developer is to create high-quality
software that meets the needs of the customers. This premise is so basic that people lose sight
of it all the time. It is very common for developers and managers to spend inordinate effort
and time on activities that don’t directly (or sometimes even indirectly) contribute to this
primary goal. A consequence of this principle is that almost every task you do should
contribute directly to the specification, creation, testing, or deployment of demonstrably high-
quality software. And by demonstrably I mean “demonstrably through formal or informal
execution.”

This principle influences the way in which you will work. On a daily basis, your primary work
should center around:

« Understanding what you need to do to add working functionality to your software today
« Focusing on getting what you have to execute today
« Debugging the software that exists today

« Extending functionality with small incremental changes and then executing and debugging
today

« Hiding from activities that don’t contribute to getting your software working today

What about other necessary things, such as attending meetings, writing documentation, and
filling out time cards? This principle doesn’t mean that you shouldn’t do those ancillary



activities. In fact, many of them are necessary for your project and for your business. But you
must always keep this in mind: Most of your time should be spent doing activities that
directly contribute to the development of working software. A good rule of thumb is that over
the life of the project, you should spend 80% of your time doing activities that contribute to
the delivery of working software; at least 50% of your time should be spent performing
activities that directly contribute to the development of working software.

Of course, that doesn’t mean that you’re always working in Emacs* pounding out code. There
are many activities that contribute to the development of working software:

« Capturing your requirements in requirements documents

« Capturing your requirements in use case models

« Creating your PIM

« Identifying and characterizing your design optimization criteria
« Applying design patterns to create your PSM

« Generating your code from your model (or hand-writing code when appropriate or
necessary)

 Debugging your model
« Developing and applying test vectors for formal testing

1. My wife, Sarah, is an Emacs zealot—I mean enthusiast—but she’s willing to admit that if you
absolutely must, you can also write code with vi if Emacs isn’t available.

It is important to remember that this is the most important single premise. If you retain
nothing else from this book, remember to generate, compile, and run your software several
times per day and avoid doing work that interferes with your ability to do that.

3.1.2. Measure Progress against the Goal, Not the Implementation

As a part of planning the project, the tasks necessary to develop the desired system are
identified. This will include activities such as writing requirements, writing lines of code,
removing defects, and so on. However, these tasks aren’t the goals of the project; they are how
we’ve decided to achieve the goals. Because we've developed plans that schedule and sequence
these tasks, it is perhaps natural to use the completion of these tasks as measures of progress.



Natural, perhaps, but misguided.

The approach of measuring progress by tracking implementation leads to counting
requirements, counting lines of code, and counting defects. The problem with that is that these
things measure how well we are working against the plan and not how well we are meeting our
goals. Plans are good, but realizing the plan is not identical to achieving the goal. Certainly, we
hope the two are strongly correlated, but plans are usually wrong, to some degree or another.
This is because of things we don’t know and also because of things we know that are incorrect
or change.

Counting lines of code against expectation is an easy measure but doesn’t accurately reflect
how close we are to realizing the goal of delivering the product. First of all, we may have an
idea how many hundreds of thousands of lines of code we expect, but we don’t know the actual
number until we are done. So if I think I'm going to create 400,000 lines of code and I have
420,000, how close to done am I? Further, if I'm optimizing the code and go from 420,000
lines to 380,000 lines, have I done “negative work” that I can save up and spend later? If I
spent a couple of weeks adding zero net lines of code but remove all existing defects, have I
made zero progress against the goal?

One more time: Tracking where you are against your plan is important, but it is not a reliable
or accurate measure of how close you are to realizing your goal of delivering the product.

What you need are measures of progress that map directly to the project goals. Systems exist
to provide functionality, and the primary goal is to deliver working systems. Therefore, your
measures of progress should directly measure the degree to which that goal is met. The best
measure, then, is the amount of working functionality that is validated and “delivered” in the
current project state. If you model your requirements as use cases, then a coarse measure is
the number of use cases validated in the currently executing version of the system. If you use
text-based requirements, then a finer-grained measure is the number of requirements
validated in the currently executing version of the system.

3.1.3. Your Primary Measure of Progress Is Working Software

This principle, that the amount of correctly implemented functionality is your primary measure
of progress, is a direct and inescapable corollary of the previous principle, but it is so
important that it is worth expressing again. You truly know that you're making progress only
when the software you're executing today includes demonstrably more (or better) functionality
than it did the last time you measured. This principle has some practical consequences.

The first one is that for the amount of working (e.g., debugged or validated) functionality to be



a useful measure of progress, you need to measure it often—at least daily. This implies that
you will do small incremental changes and execute your model several times per day. Although
not strictly required, modeling tools that either generate executing code or at least simulate the
behavioral semantics of your model greatly facilitate achieving your goal and providing the
measures of progress. The generation of code can be done manually, just as you can type in the
assembly language equivalent to your C statements, but most people find it more efficient to
let the model (or C) compiler do that part of the job.

This principle also means you need to begin executing your models very early in the
development cycle. Thus you may end up with 10,000 lines of code realizing a use case
representing 50 requirements, but you need to begin executing the model realizing one or two
of those requirements even though you may have only 30 lines of code. From a practical
standpoint, this means that your basic workflow is as shown in Figure 3.1. A more detailed
form of this workflow will be shown in the next chapter, but this illustrates the basic idea of
making progress as a series of small incremental changes, each of which is validated before
you move on.

Figure 3.1 Basic nanocycle workflow

Make Small
Incremental
Change

Validate

glse
Change f=lat]

[All Reqguirements Validated)

3.1.4. Don’t Put Defects in Your Software!

The best way not to have defects in your software is not to put them there in the first place.



You're probably thinking, “Yeah, but how do I do that?” The way that the Harmony/ESW
process recommends is shown in Figure 3.1. The reason that software developed in a more
traditional fashion has so many defects is because the software isn’t executed very often (so
defects have the opportunity to be created and to breed®), the design or code isn’t tested
against its expected behavior frequently, or the design or code isn’t defensively oriented, a
concept known as “defensive development.”

2. I swear that software defects breed like . . . well, like bugs.

Frequent Execution

The best way to immediately identify defects as you are developing your application is to
immediately run it. If you're doing code-based agile development, this means that you write a
small function or a portion of a larger function, add a variable or two, and run it. It is not
uncommon to run your (incomplete but compilable) application multiple times per hour. It is
not really any different if you move up the abstraction tree and work in models. You'll add a
class, maybe add or change an operation or two, add or change an attribute or two, maybe add
a relation—and then run the system or portion thereof. This allows you to immediately
identify when you do something dumb. When I develop model-based real-time applications, I
typically execute those (incomplete but compilable) models every 10 or 15 minutes. Personally,
I do this with the Rhapsody tool from IBM Rational, but other tools can be used as well. If the
model compilers weren’t as good as they are, I would still perform the same basic workflow,
but I'd be writing the code (manually) simultaneously with creating the UML models. I'm glad
I don’t have to, though, because of the current state of the art in modeling tools.

Executing against Expectations

Executing the partially developed system frequently, however, provides only minimal value.
What is really important is not only that it compiles and executes but that it also does the
“right thing.” This requires that we compare the results of the execution against our
expectations. So, what should we expect?

Expectations can be classified as external or internal. External expectations have to do with the
collaboration of the element with other elements. Internal expectations have to do with
statement-by-statement flow, state changes, and value changes during the execution. External
expectations really have to do with meeting the requirements or the requirements realization
identified with the use case analysis.

A use case is detailed with scenarios, showing flows of control and data of the system with



actors (elements in the system environment), and with state machines specifying the set of
such flows. The two views must be consistent; that is, a scenario is a path through the use case
state machine, and the state machine is the set of all possible such paths. The level of detail is
“black-box,” meaning that the system is just one element of the collaborating set of elements
and it is not really possible to see the internal behavior of the system at that level. Thus, a
scenario is a sequence of messages between the system and the actors that occur in a specific
order and pass specific data values. Change the order or change the messages and you have a
different scenario. So, executing the system against expectations boils down to re-creating
these use case scenarios, or some portion thereof, from the execution. When the execution of
the system elements produces the original use case scenarios, then the elements are doing the
right thing. That is our criterion of correctness.

Defensive Development

Defensive development is another important practice. The idea behind defensive development
is, if not paranoia exactly, at least a deep-seated mistrust in software that you don’t develop
yourself. Every function, operation, class, and so on has a set of things it expects to be true.
These are formally known as preconditional invariants. It is (relatively) easy to write
software if you assume these things are true. But what if they’re not?

If the preconditions are not true, then your software will fail in some way or another unless it
takes appropriate corrective actions. The steps in defensive development are the following:

1. Explicitly state the software element’s preconditional invariants. In UML, this is commonly
done using constraints.?

3. A constraint is a user-defined “well-formedness” rule. Such constraints may be
preconditional invariants (e.g., there is enough memory to create this object), behavioral (e.g.,
the user will always press the button before turning the knob), structural (e.g., the server
always exists and is always ready for a request), or QoS (e.g., the worst-case execution time for
the service is 10 ms).

2. Identify the correct responses of the software element when each of the preconditions is
violated.

3. Add logic to verify that the preconditions are met before relying on them to be true.
4. Add logic to implement the appropriate corrective actions if a precondition isn’t met.

5. Validate the “sunny-day” (preconditions are true) behavior.



6. Validate the “rainy-day” (preconditions are not true) behavior.

The basic idea of defensive development is, then, that you check your assumptions before
relying on them, and if they are not true, you take appropriate corrective action. For example,
consider the simple model shown in Figure 3.2 with the corresponding header source code in
Listing 3.1. In this model, the Li ght Control | er manages a collection of lights and provides two
operations for this purpose. The changeCol or operation sets the color of a specified light to the
specified color, while the get Col or operation returns the current color of the specified light.
Even in this simple example, the Li ght Control | er operations have preconditions that, if
violated, will lead to unpredictable behavior.

Figure 3.2 Li ght Control | er class diagram
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1

/
LightContraller

& changeColor{lightMo:int,color: ColorType):void
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& setColor(c:Color Type)void
m getColor():ColorType

The changeCol or operation takes two parameters. The first identifies the light for which the
color is to be changed. In the figure we see that the multiplicity of the lights is 10, and that
corresponds to the array of pointers to Li ght class. The type of the I i ght No is int, which has a
much larger extent than o .. 9. What will happen if the caller request is to set the light value to
—1000, 257, or even 10? Something bad, no doubt. The second parameter is the color value.
We see in the code listing that this is expressed as an enumerated type with the extent [ BLACK,



RED, BLUE, GREEN, YELLON WHI TE]. However, this is C++, so the type is treated implicitly as
an int subtype. So what happens if the caller invokes the service with an invalid color value,
such as —1 or 255?

In defensive development, the system element explicitly checks the preconditions and takes
the appropriate action if the preconditions are violated. The downsides of defensive
development include both runtime and design-time costs:

« The time it takes to dynamically check the preconditions (runtime)

« The extra code space required to implement the precondition checks and corrective actions
(runtime)

« The additional development work required to explicitly identify the preconditions and
analyze the system to determine what should happen if the precondition is violated (design
time)

Listing 3.1 Li ght Control | er Class Header File

#ifndef LightController_H
#define LightController_H
enum ColorType {

BLACK,

RED,

BLUE,

GREEN,

YELLOW,

WHITE
H

class LightController {
M Constructors and destructors i

public :

//## auto_generated
LightController(};

//# auto_generated
~LightController();

I (perations L



[/#% operation changeColor(int,ColorType)
void changeColor(int TightNo, const ColorType& color);

[/## operation getColor(int)
ColorType; getColor(int TightNo);

[ff Additional operations T

{/#% auto_generated
int getItsLight() const;

protected :

[/## auto_generated
void initRelations();

/1/f Relations and components  ////
Light itslight[10]; //## Tink itsLight
¥
f#endif

Obviously, the caller expected the Li ght Control | er to do something even if it was poorly
specified. Some possible corrective actions include the following:

« Modify the operations so that they return an error code as an int, with 0 indicating success
and 1 indicating an error,* and otherwise ignore the request.

4. This is a standard C coding idiom—just another reason to love C @.

« Throw an exception indicating the kind of error (e.g., | N\VALI D LI GHT_I D or | NVALI D_COLOR)

and let the caller catch the error.

« Accept the out-of-range value but realize it with defaults (e.g., Li ght No 0 and color BLACK).
e Quietly discard the request with no error indication and take no action.

* Li ght Control | er identifies and handles both out-of-range errors.

« Li ght Control | er handles the Li ght No range errors and the Li ght itself handles the color range

€rTrors.

To illustrate defensive development, let us let the Li ght Control | er handle the out-of-range

Li ght No by throwing an exception, and, just to be different, let’s let the Li ght validate the color
and use the default BLACK when the value is out of range. This leads to the code for the

Li ght Control | er shown in Listing 3.2 and the code for the Li ght class in Listing 3.3.



Listing 3.2 Li ght Control | er Class Implementation File

#include “LightController.h”

//# class LightController
LightController: :LightController() {
initRelations();

}
;imttﬂntm'l'ler: :=LightController() {

ColorType* LightController::getColor{int TightNo) {
//#[ operation getColor(int)
if (lightNo>=9 && 1ightNo<10)
return itsLight[1ightNo]->getColor(};

else
throw INVALID_LICHT_ID:
{/#]
int LightController::getItslight() const {
int iter = 8;
return iter;
}
void {L'i ghtController::initRelations(Q {
int iter = 0;
while (iter < 18) {
({Light®)&itsLight[iter])->_setItsLightController{this);
iterss:
}
}
}

void LightController::changeColor(int lightNo, const ColorType& color) {
//#[ operation changeColor(int,ColorType)
if (lightho >=0 & TightNo <18)
itsLight[Tightho] ->setColor(calor);
else
throw INVALID_LIGHT_ID;
/%]

Listing 3.3 Li ght Class Implementation File



#include “Light.h"
//## package Chapter3

//## class Light
Light::Light() {
}

Light::~Light() {
}

ColorType* Light::getColor() {
/{#[ operation getColor()
if color is out of range, set it to BLACK
if (color<BLACK || colorsWHITE)
color = BLACK;
return color;

! /#]

void Light::setColor{const ColorTyped ) {
F/#[ operation setColor({ColorType)
if (C=BLACK &% ce=WHITE)
color = c;
else
color = BLACK;
{1#]

3.1.5. Continuous Feedback Is Crucial

A principle closely related to the previous one is that you need to get feedback that the system
is doing the right thing on a continuous or at least a highly frequent basis. A good rule of
thumb is that the developer should never be more than minutes away from demonstrating that
what he or she has done so far is right. This is in sharp contrast to more traditional uses of
modeling where the modeling phase goes on for months or years before implementation
begins. It is vastly more effective to make small incremental changes, run your model, and
compare it against the expectations all the time. For example, let’s suppose we want to build a
state machine that specifies complex behavior. I recommend building the complex behavior in
a series of small incremental steps of increasing functionality and validating the behavior of
each small increment. It is common to do this by adding a flow at a time and validating the
state machine as each flow is added. Primary flows are added first, then secondary, and last
error detection/correction flows. Let’s get more specific.

Suppose we want to build a state machine that accepts a four-digit PIN code for an ATM
machine. There are a number of cases that should be implemented in that state machine:

 The PIN should have four digits.

« The card swiped should be linked to a valid account.



 The PIN code should match the customer account PIN code stored.
« The Enter key causes the PIN code to be validated.
 The Cancel key aborts the operation.

« The Backspace key deletes the last character entered, if the entered PIN code contains at least
one digit.

Even though this is a pretty simple state machine, the most effective way to implement it is to

do so incrementally.

Step 1 accepts digits and builds a string of digits terminating when the user presses the Enter
key but doesn’t worry about incorrect string length or canceling or validating the PIN. The
class diagram for the partial system is shown in Figure 3.3.

Figure 3.3 Securityd ass (step 1)

Aty " SecurityClass &
SecurityTestar , :
1 1 = pin:OMString;
B 1estPin:OMSINNG="" [ccec iTester  itsSecurityClass

B testi()void & keypress(key:char):void

In order to compare the execution against expectation, the model below uses a <<t est Buddy>>
class to force the test case. This will be elaborated as the functionality of the Securityd ass

increases.

The Securi tyd ass accepts a keypress event that carries with it the key the user pressed (o0 .. 9,
Enter, or Cancel). The state machine for the first step is shown in Figure 3.4.

Figure 3.4 Securityd ass state machine (step 1)



Bpin = HasPIN [

B cout << “Langth=" << pin.GetLengih() << = PIN Cod...

[params-=kay = =ENTER]

[params-skay=="0" 84 params-kay «="9Y
pin = pin + params-=kay;

[pararns-=key = =ENTER]

keypress = 0

L

—

|params-=key>="0' && params->kay <="0)/
pin = pin + params-=key;

The tool used to create and execute this model (Rhapsody) automatically creates a structure
called par ans that contains the passed data values. This event takes a single char parameter
called key, so to get that value, the model uses par ans- >key. The HasPI N state has an entry
action (an action executed when the state is entered) that puts the length and contents of the
PIN code out to standard output. The Boolean conditions enclosed in square brackets are
known as guards in UML and must be true for that transition path to be taken once the event
has occurred.

The state machine for the SecurityTester class is very simple at this point (see Figure 3.5).
The idea is to create test cases, each of which is triggered by a single event. The state machine
sets the value of a local string attribute. The transition back to the I dl e state is “null-
triggered,” so it fires as soon as the Test i ng state is entered. The action list simply walks
through the string and sends the values of the string to the Securityd ass via multiple
keypress events. Once it has sent all the characters, it sends an Ent er key (#declared in the

model to be a special character e) to complete the test.

Figure 3.5 SecurityTest er state machine (step 1)



Idle Testing

test1/ftestPin - "1234";

ichar k;

for {int j=0j=testPin.GetLength(); j+ +) {
k - testPin[);
cout << k << "'
itsSecuntyClass-=GEM| keypress(k)):
}.

couf <= an;:!l;
itsSecurityClass-=GEMN(keyprass(ENTER));

To execute the model, it is simply a matter of generating the code, creating an instance of each
of the two classes, running the model, and inserting event t est 1. To simplify this, I created a
Bui | der structured class that contains the instances of the two classes with a link between
them. Then I only need to create an instance of the Bui | der class in mai n (), and it will create

its parts and link them together (see Figure 3.6), but I could have just written the three lines
of code to do that in main ().

Figure 3.6 Bui | der class (step 1)
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OK, now we can execute the model. We can inspect the value of the attributes or look at the
output sent to cout, as shown in Figure 3.7.

Figure 3.7 Model execution (step 1)

<+ C\Telelogic\Rhapsody 7 1\rhapsody. exe

3,4,
v=4 PIN Code: 1234

A generally more useful view is to view the execution as an “animated sequence diagram,” that
is, a sequence diagram automatically generated from the execution of the system. The
advantage of this can be seen in Figure 3.8; the sequence diagram shows the sequence of
message exchange as well as the values being passed.

Figure 3.8 Model execution shown as sequence diagram (step 1)
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Other execution views are possible, but these two illustrate the point.

In the next increment, we can add checks to ensure that the PIN is exactly four digits in length
and to handle invalid characters (nondigits). The class diagram elaborates to Figure 3.9. Note
that the Securityd ass_St ep2 is where we add the additional functionality in this model, but in
your development, it will almost always be done “in place” in the Securityd ass. The model
was constructed in this way to preserve the increment history clearly.

Figure 3.9 security model (step 2)
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Most of the change is in elaborating the state machine of Securi tyd ass_St ep2, creating the
Di spl ay class, and adding more test cases to the Security Tester. Figure 3.10 shows the

elaborated state machine for Securityd ass_Step2.



Figure 3.10 securityd ass st at e machine (step 2)
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The <<t est Buddy>> class is elaborated simultaneously with the model so that we can
immediately validate that the model is doing the right thing so far. Figure 3.11 shows the
SecurityTester state machine.

Figure 3.11 securityTester state machine (step 2)



{ testLfestPin = *1234% axpRasull = *Walid, "12347;

step 2 test cases
tesi2festiPin = “432% expResult = “Invalid. wrong # of chars™;

tast3testPin = “B8765"; axpResult = “lmakd. wrong & of chars™; -

tastdftestPin = *123p" expResult = “mvalid.|llegal char®;

tastSMastPin = “2123°; axpRasull = SInvalid.lllegal char”,

fehar k;
coul << "EXPECTEL: " <<= axpResult << and;
for (int | =0;j<tesiPinGetlength(); |+ +) {
k = tasiPin(j)
cout << K €<=
iis SecunityClass- =G EMN(keypress(k));
k
cou << andl;

tsSacuntyClass->GEN{keypress(ENTER])

If we run t est 2 with the wrong number of characters, we see that the model correctly discovers
the error and reports it. The output window is shown in Figure 3.12 and the sequence diagram
resulting from the execution in Figure 3.13.

Figure 3.12 Model execution output window (step 2)

ctly 4 digits

Figure 3.13 Sequence diagram of model execution (step 2)
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The next increment (Figure 3.14 and Figure 3.15) adds the Cancel key processing and also, if
the PIN passes the validation checks, compares the PIN with the stored PIN and allows the
user to continue with the transaction. This requires elaboration of the Securityd ass (or in this
case the next subclass since we want to preserve these increments for pedagogical purposes),
the Di spl ay class, and, of course, the SecurityTester class. In addition, we added a P NDB (PIN

database) class to manage the customer information.

Figure 3.14 security model (Step 3)
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Figure 3.15 securityd ass state machine (step 3)
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In this case, the execution is shown in Figure 3.16 and Figure 3.17. Of course, by now there are
over a dozen test cases to run, but we will show only one here.

Figure 3.16 Execution output (step 3)
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Figure 3.17 Model execution animated sequence diagram (step 3)
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Clearly, during the development of a real ATM system, this process would continue until each
scenario of each use case was added and validated.® However, this should be enough to provide
a flavor of the workflow shown in Figure 3.1. You can see how the collaboration grows in the
number and complexity of the elements with each increment. Validating the increment via
execution ensures that you're meeting your expectations and not making mistakes that will be
more difficult to find later.

5. Exercise left to the reader ©.

3.1.6. The Five Key Views of Architecture

In the Harmony/ESW process, analysis is all about the specification of the essential properties
of a system or element, while design takes that analysis and optimizes it based on the
identified and weighted design criteria. Harmony/ESW looks at design at three levels of
abstraction:

« Architectural design—optimizations of the system that affect most or all elements of the
system

« Mechanistic design—optimization of the system at the level of an individual collaboration
(i.e., a set of object roles working together to realize a single use case)

« Detailed design—optimization of the system at the primitive element level (class, type, or
function)

Architecture, being an aspect of design, focuses on the optimization of the analysis model but
does so at a global scope; that is, architectural decisions are made to optimize the model at a



gross, overall level.
The Harmony/ESW process identifies five key views of architecture (see Figure 3.18):

« Subsystem and component architecture—the identification of the largest-scale pieces of the
system, their responsibilities, and their interfaces

« Distribution architecture—the key strategies, patterns, and technologies for how objects will
be dispersed across multiple address spaces, how they will find each other, and how they will
collaborate

« Concurrency and resource management architecture—the identification of the concurrency
units (e.g., tasks or threads), how they will be scheduled and arbitrated, the mapping of the
semantic (“working”) objects of the system into the concurrency units, how these units will
synchronize and rendezvous, and how these units will share resources

- Safety and reliability architecture—the identification, isolation, and correction of faults at
runtime, primarily through the management of different kinds and scales of redundancy and
error-handling policies

« Deployment architecture—how the different engineering disciplines, such as software,
electronic, mechanical, chemical, and optical, will collaborate; the responsibilities of the
elements from the different disciplines; and the interfaces between elements of different
disciplines

Figure 3.18 Key architectural views
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These views are considered key because they usually have the most significant impact on the
form, structure, and behavior of the system as a whole. The architecture is decomposed into
these particular views because the literature on the subject has “self-organized” into this
taxonomy; that is, the computer science and engineering literature focuses on views more or
less independently. Thus, it is easy to find self-contained patterns in the concurrency and
resource architecture that are independent from the patterns to be found in the distribution
architecture, which are independent from the patterns to be found in the safety and reliability
architecture, and so on. Because of the nature of this independence, it is usually simple to mix
design patterns from these different views together. The system architecture is formed as the
union of the design and technology decisions made in each of these primary architectural
views.

For example, here are just a few design patterns for the different architectural views:°
« Subsystem and component architecture

° Layered Pattern

° Microkernel Pattern

° Recursive Containment Pattern

° Pipes and Filters Pattern

° Virtual Machine Pattern



« Distribution
° Proxy Pattern
° Broker Pattern

6. For the details of these patterns, see my Real-Time Design Patterns or the series of books
by Buschmann et al., Pattern-Oriented Software Architecture.

° Data Bus Pattern

° Shared Memory Pattern

° Port Proxy Pattern

« Concurrency and resource management
° Half-Sync/Half-Async Pattern

° Active Object Pattern

° Message Queuing Pattern

° Guarded Call Pattern

° Rendezvous Pattern

° Ordered Locking Pattern

° Simultaneous Locking Pattern

° Priority Inheritance Pattern

« Safety and reliability

° Fixed Block Allocation Pattern

° Channel Pattern

° Triple Modular Redundancy Pattern

° Protected Single Channel Pattern



° Heterogeneous Redundancy Pattern
° Monitor-Actuator Pattern

« Deployment architecture

° Asymmetric Pattern

° Symmetric Pattern

° Semi-symmetric Pattern

Most of these patterns can be freely matched with patterns from the other key architectural
views, but sometimes a pattern will cross the boundaries of these views.

3.1.7. Supplementing Your Architecture with Secondary Architectural Views

While the architecture of a system is primarily based on the five key views, other optimization
concerns appear at the architectural scope. In some systems, these aspects may be as crucial as
any of the five key views, but in most systems, they are secondary concerns. To be considered
an architectural optimization, the design decision must be made above the level of individual
collaborations. This means that it can affect multiple elements in several collaborations or it
can be concerned with coordinating multiple collaborations. Some common secondary
architectural concerns include

« Information assurance—Information assurance focuses on managing information-related
risk. One aspect of this is security, which is defined as “freedom from intrusion or
compromise of data privacy or integrity.”” Information assurance architecture is primarily
concerned with data confidentiality and data integrity.®

7. In German, safety and security are both translated as sicherheit, but in English the words
have different meanings.

8. See Schumacher et al., Security Patterns.

« Data management—This architectural concern has to do with system-wide policies, patterns,
and technologies for storing, manipulating, validating, and managing data.

« QoS management—This view focuses on identifying, monitoring, and improving
performance dynamically at runtime.



« Error and exception handling—This view is closely aligned with the key safety and reliability
view but has a narrow focus on the ontological classification of errors and exceptions and the
specification of corrective action for each error or exception type.

The secondary architectural views can be important for particular systems but generally have
less impact than the five key views of architecture. Nevertheless, they are strategic in the sense
that they attempt to optimize the system design at an overall level. You may well find
additional architectural concerns for the systems in your own specific problem domain.

3.1.8. Plan, Track, and Adapt

Planning can be categorized as either ballistic or dynamic. Ballistic planning refers to creating
and executing a plan without monitoring progress against the plan. This is a very common
approach but it rarely has good results. Dynamic planning refers to creating and executing a
plan with continuous (or at least frequent) monitoring and adapting the plan as necessary to
adjust when progress against plan isn’t as expected. In software and system projects, dynamic
planning is always better than ballistic planning.

Dynamic planning is a recurrent theme in the Harmony/ESW process. It shows up in the
BERT scheduling process and the ERNIE schedule-tracking process (to be discussed in
Chapter 5, “Project Initiation”). It also shows up in the increment review (“party”) phase of the
incremental development lifecycle. The basic principle is summed up by DeMarco and Lister
when they say, “You don’t know what you don’t measure.”® It is crucial for project
management to collect meaningful feedback on the progress of a project and then effectively
use that information to replan when necessary.

9. Tom DeMarco and Timothy Lister, Peopleware: Productive Projects and Teams (New York:
Dorset House Publishing, 1999).

Metrics are a large topic and are very frequently misapplied, resulting in a waste of time and
effort. Good metrics are ones that are easy to measure and reflect important factors of
progress or quality. Too often, metrics are adopted that are easy to measure but don’t translate
into meaningful information; lines of code is such a poor metric. Good metrics should measure
—directly or indirectly—progress against project goals. Some good metrics include

« Number of requirements identified, realized, or validated
« Number of use cases identified, realized, or validated

o Number of defects identified or removed



« Number of hours spent on work activities
« Work activities completed

The other aspect—just as crucial as tracking—is adapting. The earlier you adapt to being off
course, the smaller (and cheaper) the correction is likely to be. This does not mean that the
entire project structure should be redesigned daily. Instead I simply mean that course
corrections must be timely to be effective.

3.1.9. The Leading Cause of Project Failure Is Ignoring Risk

Many, many projects fail because bad situations arise, such as loss of staff or funding, technical
difficulties, supplier failures, poor or unfeasible requirements, low-quality development, bad
management, or low morale. Sadly, far too many projects fail when the failure could have been
avoided by actively looking ahead and removing problems before they became manifest. Risk,
as defined in previous chapters, is the product of the severity of a (bad) situation (known as a
hazard) and its likelihood. To reduce risk, you must do the following:*°

10. See the SEI paper by Ronald P. Higuera and Yacov Y. Hames, “Software Risk
Management” (SEI Technical Report CMU/SEI=96=TR-012) at
www.sei.cmu.edu/pub/documents/96.reports/pdf/tro12.96.pdf.

« Identify—This step discovers risks while they are still potential conditions that have not yet
occurred. Proactive risk reduction steps can be performed only for known risks.

« Analyze—This step characterizes and quantifies the risk. This is done by estimating the
severity and likelihood of the hazard and computing the risk by multiplying these quantities.
This crucial step allows you to focus on the most serious project risks.

« Plan—Risk planning identifies and schedules actions that

° Plan for a risk contingency should the risk become manifest

° Avoid or mitigate the risk by reducing its severity or its likelihood
° Combine the previous approaches

« Track—This step monitors the status of the project with respect to the hazard and the
effectiveness of the RMAs. Tracking allows you to identify changes in the risk (such as
increasing likelihood or decreasing severity), which may prompt you to change your risk


http://www.sei.cmu.edu/pub/documents/96.reports/pdf/tr012.96.pdf

mitigation actions.

« Control—This is the “dynamic planning” part of risk management. Risk control is all about
identifying and correcting deviations from what you want in what you have. If the measures
you have taken are not adequately addressing the risk, this step results in modified plans and
actions.

« Communicate—Communication allows teams to effectively work together to track and
control identified risks, as well as to dynamically identify and handle new risks as they emerge
within the project.

In the Harmony/ESW process, risk management is a workflow that begins early in project
planning and lasts until the product is delivered and possibly beyond. Project initiation
includes the identification, analysis, and planning parts of risk management. Once the project
is running, risk management is a part of executing the work items associated with the RMAs.
Tracking and controlling are done implicitly within the microcycles and explicitly in the “party
phase” (microcycle increment review).

For projects that contain circumstances of significant risk, those hazards are typically managed
in a risk management plan (sometimes known as a risk list). The risk management plan
lists the hazards in order of risk and for each risk identifies metadata about the risk, such as:

« Hazard description

« Severity

« Likelihood

« Risk

« Risk status

« Risk assessment metric(s)

« Mitigation action(s), including

° What actions are to be performed

° When the actions will be performed
° Who will perform the actions

° How the results of the actions will be assessed



° Who will assess the results

The risk management plan will be discussed more in Chapter 5, when I talk about project
initiation.

3.1.10. Continuous Attention to Quality

A common misconception about agile methods is that they are an excuse to “hack.” I find that
the opposite is true; I find that really using agile methods frees me to focus on the aspects of
the system that actually impact quality. Kent Beck notes that there are two kinds of quality:
internal and external. Internal quality is measured by the developers, whereas external quality
is measured by the customers. These are clearly not the same, because these different groups
understand different things by the term and use different assessment methods, although there
is significant overlap.

11. Beck, Extreme Programming Explained.

» «

Developers usually think of “quality = correctness,” “quality = robustness,” and “quality =
absence of defects.” The correctness criterion means that the software produces the
computational outputs that you expect with the degree of precision you expect. The robustness
criterion focuses on handling violations of preconditional invariants (such as out-of-range
values, lack of sufficient memory, and device failures) properly. Related to the previous
criterion, the absence of defects means that the software contains few, if any errors.
Developers usually do not consider meeting requirements or system usability to be issues of
quality.

» «

Customers most often judge quality as “quality = meets requirements,” “quality = meets
expectations,” or “quality = usability.” Customers who pay for, but do not themselves use, the
system want to ensure that the requirements are met, even if those requirements are incorrect,
inconsistent, or inappropriate. If the customer is a system user who is replacing an existing
system with a new one, he or she is likely to view the new system as high-quality if it does
exactly what the old one does, including replicating all its warts and wrinkles. End users are
also likely to view the usability of the system as a primary determinant of its quality because
they are focused on trying to use the system to accomplish their goals. The “principle of least

surprise”* is often cited as a measure of software quality.

12. This principle states that when users attempt to use the software in a new (for them) way,
the software acts in a manner most often expected.



There are, of course, other criteria that can be (and are) considered important to software
quality, depending on viewpoint. Some of these are:

« Understandability (of program usage, of messages, of system behavior, etc.)

This is crucial not only for system maintenance and enhancement but also for getting the
system to work in the first place. This bullet specifically refers to the structuring and
organization of the materials as well as “embedded documentation” (i.e., comments).

» Good documentation

Documentation is important to facilitate understanding (the preceding bullet). This bullet
refers to external documentation, such as models and the reports generated from models and
the results of analysis tools (e.g., lint).

« Portability

Portability refers to the ease with which a software application can be retargeted to run
properly in a different environment. This can be as mundane as taking care of Endian issues or
as broad as completely revamping the tasking model or UI.

« Maintainability

Maintainability refers to the ease with which software defects can be repaired and the software
can be enhanced. Many embedded systems, such as flight avionics, have lifetimes measured in
decades and can expect many rounds of repair and upgrades.

» Conciseness

Conciseness refers to the succinctness or “getting to the point” of the design, code, and
documentation. Too often documentation addresses the wrong concerns or does so in a
roundabout fashion.

« Testability

Software that is easy to test is generally of much higher quality than software that isn’t. Easy-
to-test software will be tested more thoroughly and at a lower cost.

« Reliability

Reliability is a stochastic measure of the percentage of time a system can deliver services. This
means not only that the software will continue to deliver services in the absence of faults, but
that the system is robust in the presence of faults. Many real-time and embedded systems have



very high reliability requirements.
« Efficiency (of time, memory, or other resources)

Of course, most real-time and embedded systems are concerned about efficiency. Most such
systems have highly constrained execution environments in terms of both resources (such as
memory) and time. While I believe many embedded developers are overly concerned with
efficiency (and insufficiently concerned with correctness), efficiency remains one of the
primary criteria for quality.

» Capacity

The capacity of a system refers to the load a system can bear. Normally, this is measured in
terms of the maximum number of elements managed simultaneously, such as the maximum
number of targets that can be tracked by a targeting system or the maximum number of calls
managed by a router.

 Throughput

Throughput is similar to capacity but refers to the maximum number of elements processed
per unit time, and so may be thought of as the first time derivative of capacity.

e Security

Security, a specific concern of the more general information assurance concept, has to do with
the protection of information or resources from intrusion, espionage, or inappropriate access.
Not all systems have security requirements, but those that do provide national or consumer
protection of secret or sensitive information.

Quality is really all of these things, which is why, of course, software engineers are paid so
well. 3

13. Hint, hint, to all you managers out there!

The concern about agile methods is that because documentation and ancillary work activities
in traditional industrial processes are deemphasized, it appears that software quality may
suffer. However, these ancillary aspects are deemphasized because they are ancillary.
Remember the first principle: Working software is your primary goal! To achieve that, you
need to measure progress against that goal (next two principles). The feedback needs to be
continual and immediate (next two principles). So you can see that the whole point of the first
five principles, and the practices that implement them, is software quality.



One practice that is used to improve quality is the notion of “testing first.” This practice
emphasizes developing the test cases prior to actually writing the software. This forces
developers to think about what should happen in different circumstances and leads them down
the path of implementing more robust behavior.

For model-based development, test cases are usually captured as sequence or activity
diagrams, complete with input data values and expected output. Alternatively, you can develop
<<t est Buddy>> classes that encapsulate the test cases and the ability to execute them under
developer control. In either case, when you run a portion of the model, you apply the test cases
to ensure that portion of your model is correct. The tests are applied continually as the
software analysis or design evolves. The test cases grow in depth and breadth as the
functionality of the system grows.

For example, for the ATM security example discussed previously, we created a <<t est Buddy>>
class called SecurityTester for just this purpose (refer to Figure 3.3). The very simple first
model contained a simple test case (refer to Figure 3.5). As the functionality of the system
grew, we added more test cases to the SecurityTester (refer to Figure 3.11) to validate the
correctness and robustness of the system. The new test cases used illegal characters and invalid
PIN code lengths. Early focusing on the test cases concentrated our attention on ensuring that
the system continued to do the right thing, even when the input data was wrong.

3.1.11. Modeling Is Crucial

Many developers of embedded (and nonembedded) software view source code as the primary
development artifact. However, I believe that they are missing the boat. Ultimately, it is
delivered functionality that is the primary development artifact. For software-intensive
systems, that is the compiled object code executing on the target platform. Source code is
important solely as a means to achieve the primary goal. So an important question arises:
What is the best way to get there?

In the beginning there was machine code, and it was cumbersome (see Figure 3.19). Quickly,
early developers defined an abstraction of the machine’s native language called assembly
language, which allowed the developer to use mnemonics to remember the machine
instructions (such as RET) instead of remembering the hexadecimal code to which it
corresponded (such as 0xC9). As a result, developers could be more productive, but the main
impediment to developing complex functionality was the need for the developer to mentally
cast the problem from the real world (e.g., “compute missile trajectory”) into the
corresponding language of the machine, which consists of instructions to store or retrieve a
byte of memory, increment an 8-bit value, add two 8-bit values, jump to a memory location,



and so on. The conceptual difference between these worlds is immense, and connecting all the
dots was a huge conceptual burden on the developer. This limited the complexity of the
functionality that could be reasonably developed.

Figure 3.19 Evolution of software development
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In the 1970s, along with bell-bottom jeans, came the invention of source-level languages.
Because a source-level language was machine-independent, as long as a compiler existed to
generate the correct machine instructions for the target machine, applications could be written
that were largely machine-independent. Even more important, though, was the ability to move
up the conceptual food chain into the domain of computer science. Rather than developing
applications using the extremely limited concepts of the actual machine, developers could now
develop them using the language of computer science. This includes concepts such as a
variable, function, function parameters and return values, stacks, and heaps. This was a huge
advance in the capability of the programmer because the conceptual difference between the
problem domain and the computer science domain was vastly smaller than that between the
problem domain and the machine. There were initial concerns about the efficiency of those
newfangled “compilers,” and there was a great deal of debate about which was better—
assembly or source code. Over time (several years, in fact), source code won out because the
use of source code enabled developers to create more functionality in less time with fewer



defects. This advantage won out over pure execution efficiency (the main argument of the
assembly language camp). Also over time, compilers became better at producing more efficient
code, and now it is relatively difficult for hand-written assembly code to outperform the
output of a good optimizing compiler.

Yet, while the ability of developers improved an order of magnitude with the advent of source
code and compilers, the demands for capabilities in software-intensive systems grew much
faster. More or less simultaneously, object-oriented development and visual modeling
appeared on the scene, coming out of different camps. Object orientation promised to move
the level of abstraction from computer science concepts to real-world concepts through the
introduction of the class concept, in which a class represents a real-world or problem-domain
conceptual entity, binding together both the information the element possesses along with the
behavior it can perform on that data. Early OOP languages, such as Smalltalk, drew rather
little attention until C++ appeared in 1985. C++ became very popular because of the low
learning curve for C programmers, and it could be learned incrementally from that standpoint.
Of course, it has been repeatedly said that “the worst thing about C++ is C,” meaning that
while it has a lower learning curve for C programmers than does Smalltalk and is more
runtime-efficient, its required compatibility hampers it. From that community, and the arising
need for write-once-debug-everywhere languages for the Internet, Java was born.
Nevertheless, OOP has proven itself superior to structured languages because the former
allows direct representation of the problem-domain semantics, both structure and behavior.

Visual modeling arose from the need in the structured programming world to understand just
what the heck they were doing. Data flow diagrams, entity relation diagrams, and structure
charts provided a graphical means for showing the organization of structured programming.
People used such graphical tools inexpertly, however, creating massive wall coverings of
graphics. While there was certainly some benefit from visual modeling, hindsight shows us
that early visual modeling failed to live up to its hype because of some key issues.

First, and probably most critical, was the inability to truly assess the quality of the graphical
design without actually building the system. Developers spent at minimum several months
constructing their view of how the architecture and design should look with no verification
along the way that what they were doing was a good idea. Months or years later, when they
actually had to implement the design, they naturally found problems. In most cases, this
resulted in the abandonment of the graphical design as the implementation began to deviate
more and more profoundly from the graphically stated intent.

Compounding this problem was the second primary issue: the lack of automated

synchronization between models and the implementation. The fundamental point of view was
that developers had to manage two independent work products—the model and the code—and
their job was to connect them in their heads and manually make changes to the two to ensure



their consistency. Thus, the graphical models were completely disconnected from the
implementation; if you changed the implementation and wanted to keep the graphical models
in sync, you had to spend significant effort to manually do so. Even project teams with the best
of intent ultimately failed to maintain the two work products in sync.

Also adding to the first issue was that these graphical modeling approaches were used in
traditional industrial development processes. In these traditional, testing was performed at the
end of the project. This meant that other than laborious and error-prone manual review, the
models could not be assessed for quality or correctness until after the implementation was
already constructed; and even then, the implementation usually differed significantly from the
graphical model.

The next step in the evolution of software development was to use more robust modeling
languages that were based on the OOP paradigm. By this time, object-oriented approaches had
proven themselves superior to structured development approaches. By the late 1980s, there
were several different graphical schemas for representing object-oriented models. In the
1990s, a consolidation effort was undertaken under the auspices of the OMG to create a
unified modeling language. The first released version of UML (version 1.1) surfaced in 1996.
Since then, UML has undergone a number of minor revisions (limited to bug fixes) and one
major release in 2005. I had the opportunity to contribute to both major releases of the
UML.*

14. Yes, timing diagrams in UML are my fault; I originally defined them in Real-Time UML,
First Edition in 1998 and finally wrote them into the UML in 2003.

UML is important for a number of reasons. For one thing, it allows OOP developers™ to
represent their software functionality, structure, and behavior using a standard language.
Previously there had been an incompatible set of modeling languages, and UML unified them,
really allowing OOP to gain the benefits of visual modeling.

15. I want to point out that while UML is object-oriented, it can be, and is, used successfully
for structured projects as well, and it provides all the benefits of an executable visual modeling
language in either case.

At least as important was the firm semantic basis for the UML. The UML has a well-specified
four-tier metamodel defining the language, although not how the language is used.*® The result
of this is that UML is inherently executable. At the lowest level of behavioral primitives,
actions are specified in an action language (such as C, C++, or Java). These behavioral
primitives are organized and orchestrated into larger-scale behavioral entities such as activities
(on activity diagrams) and states (on state machines). Regardless of how the internal
metamodel structures the “hairy underbelly” of the UML, the benefit to developers is that they



can model some portion of their system and then test it via execution immediately. Only the
higher-end tools support behavioral model execution in UML, but the benefits are substantial,
particularly in that now graphical languages can be effectively used in an agile way.

16. UML is a language and not a methodology; as such, UML does not contain process
guidance. That’s up to books like this &.

Because of the well-defined semantics of the UML, a number of tool vendors have solved the
problem of keeping the models and the code in sync. It is now common to forward-generate
source code from a well-written UML model. It is also possible, with tools such as Rhapsody,
to create a model from source code; this is known as reverse engineering. However, it should
be noted that reverse engineering can be disappointing because it actually shows developers
clearly, perhaps for the first time, what the structure of the software actually is. In addition, it
is not only possible, but highly recommended, that as the graphical model or the source code
changes, the tools automatically update the work products to keep them in sync, a process
known as round-tripping. I firmly believe that rather than having two fundamentally
independent artifacts that you must manually keep in sync, you should have one artifact (the
model) contained within a single repository; the different diagrams are merely different views
of elements of that repository. Class diagrams show the structural aspects; activity and state
diagrams show the behavioral aspects. Source code is nothing more or less than a detailed
structural point of view of the contents of the repository. It is not the job of the developer to
run back and forth between the model and the code and manually synchronize them. The views
should be dynamically linked to the repository content, so that if a change is made in one view,
it changes the content of the repository and all relevant views change automatically. This is
such an important concept that I coined the term dynamic model-code associativity
(DMCA) for it in 1996."

17. Kind of “rolls off the tongue,” doesn’t it?

The thing to note about Figure 3.19 is that there is a direct correlation between the alignment
of the degree of abstraction with the problem space and productivity. The closer the developer
moves to “programming in the language of the real world,” the more productive that developer
is. Tools have also significantly reduced the workload of the developers—a darned good thing,
too, since the functionality of delivered systems continues to grow exponentially. Early on,
assemblers eliminated the need for the developer to memorize the machine operation codes,
and assembly language debuggers raised the level of abstraction for testing and debugging.
Source code compilers and debuggers performed a similar level of productivity enhancement
in the seventies and eighties. Now, UML model compilers furnish the same benefits for the
developer at the graphical model level of abstraction.

The end result of all this is that many of the customers to which I consult report 30% or more



improvement in their productivity and efficiency. This varies from 0% benefit up to 80%
benefit based on a wide set of factors, but the most important is how they use the models and
modeling languages. Not all processes are equally productive.'® With an agile, constant
model-execution approach, most customers report highly significant productivity
improvements.

18. I guess that’s a major point of this book.

3.1.12. Optimizing the Right Things

In the Harmony/ESW process, analysis is focused on getting the functionality right, whereas
design concentrates on achieving various qualities of service (i.e., optimization). Problems
arise because developers either optimize too early or because they spend too much effort
optimizing the wrong things.

Many designers make the mistake of paying too close attention to optimization patterns and
schemes and not enough to getting the right functionality. This results in highly efficient but
incorrect designs. The Harmony/ESW process addresses this issue by constructing an analysis
(PIM) model in the analysis phase of the microcycle and then performing optimization. In the
case that some or another design solution must be chosen in order to get the analysis model
executing, the simplest possible design solution is preferentially selected. This ensures that at
least when optimization does take place, the basic functionality is correct.

Many developers optimize their software without truly understanding what really needs to be
optimized or how best to optimize it. The important thing to remember about optimization is
that it is always a trade-off—when you optimize some qualities of service, you inevitably
deoptimize some other aspect of the system.

Prior to optimization, it is important to understand why you are optimizing. “To make it
better, duh!” is not really a very satisfying answer if you take into account that you cannot
simultaneously optimize all aspects of a system. You may be optimizing because the system
has very tight timing, schedulability, or memory constraints. You may be optimizing because
you have a short time-to-market need or because you need to maximize reuse. You may be
optimizing because you’re building a safety-critical, high-reliability, or high-security system.
Each of these aspects of the system can be thought of as a design criterion—that is, it is one of
the criteria by which the “goodness” of the design will be judged. The previous chapter
includes a list of common design optimization criteria in the section on the PSM.

In a given system, these design criteria will be more or less important; we call the relative
importance of a design criterion its weight. The weight may be normalized (so that the sum



of the weights equals some value) or not, but the basic measure of a good design is that it
maximizes the sum of the product of the degree of optimization of the design aspect and its
weight. Mathematically, this is shown in the following equation:

optimalDesign = max[ Engmepn'rm'sz, s Ui'-"e:'gbﬁ..]

The degree optimized for each design aspect changes with respect to the design pattern, idiom,
or technology employed. For example, precalculating computation results may save significant
time if those results are referenced more frequently than they are computed, but at the cost of
lowering the degree of optimization of memory. The overall improvement of using the design
idiom is a function of the relative frequency of reading the value versus its computation, the
amount of time required to perform the read versus the amount of time required for the
computation, and the relative importance of runtime speed versus runtime memory usage.

I certainly recognize the criticality of optimal designs, having been involved in real-time
system development for more decades than I care to recount. But because of that experience, I
recognize that optimization is effective only if it optimizes the right things. As discussed in the
previous chapter, this optimization is done at three different levels of abstraction:
architectural, mechanistic, and detailed (see Figure 2.6). This topic will be discussed in some
detail in Chapter 7, “Agile Design.”

3.2. Harmony Core Practices

As a result of the core principles identified in the previous section, Harmony/ESW provides a
set of core practices that are realized by the process roles while performing process tasks,
resulting in process work products. In this context, a practice is a standard way of working to
perform tasks. As such, these practices contribute to many tasks in the Harmony/ESW
workflows. They will be discussed more thoroughly in the coming chapters, but I will discuss
them briefly here.

The Harmony core practices include the following:
« Incrementally construct

 Use dynamic planning

« Minimize overall complexity

« Model with a purpose



« Use frameworks

« Prove the system under development is correct—continually
« Create software and tests at the same time

« Apply patterns intelligently

- Manage interfaces to ease integration

« Use model-code associativity

These core practices are explained in the following sections.

3.2.1. Incrementally Construct

Incremental construction is a key practice in the Harmony/ESW process. In the small
nanocycle scale, this construction take place every few minutes in the same fashion as the
security example in Figure 3.3. With powerful model-based tools, executing your model really
is as simple (and almost as fast) as pushing the Generate/Make/Run button. Experience has
shown that this is—by far—the most effective way to model software. The traditional approach
of modeling for a few months and then trying to get the system to compile for a few weeks or
months isn’t effective despite its predominance.

At the larger scale, incremental construction appears at the microcycle scale. This brings
together different architectural units (subsystems or components) as well as different
engineering disciplines (e.g., software, electronic, mechanical, and chemical) into an integrated
version of the product that provides some level of functionality. This artifact is known either as
the increment or, more commonly, the prototype. To be clear, what Harmony/ESW means
by the term prototype is “an integrated, validated version of the system that may not be
complete.” It contains real code that will be shipped in the product, just not always all of the
code. Some people refer to throwaway versions of the system constructed to prove or test a
concept as a prototype, but that is not what is meant in the Harmony/ESW process. There is a
place for such things, but when necessary, the process always refers to such work products as
throwaway prototypes. For example, I've created Uls for medical and airborne systems
using Visual Basic to present the interface to users for feedback. The UI prototype is used to
gather requirements and get feedback on the UI concept and is then discarded. That is an
example of a valid use for a throwaway prototype. In this book, and in the Harmony/ESW
process, whenever the term prototype is used alone, it always refers to a version of the real
system.



A single microcycle takes the existing prototype and adds functionality to it. This functionality
is specified by a small number of use cases. A single microcycle usually requires between four
and six weeks to construct and results in an incremental prototype and, possibly, a list of
minor defects to be fixed in downstream microcycles. Some practitioners like to have shorter
cycles, sometimes as short as a week, while others might go for three to four months—but the
main point is that the time taken to produce a prototype is an order of magnitude smaller than
the time for the overall project.

The work done within a microcycle is defined by the prototype mission (a work product to
be discussed in more detail in Chapter 6, “Agile Analysis”). In short, the prototype mission
summarizes the goals of the work to be done during the microcycle. The primary goal is to
identify:

« The set of requirements (bound to use cases) to be realized and validated
« The set of risks to be reduced

« The set of defects to be repaired

« The architectural intent of the prototype

« The target platform(s) on which the prototype will be validated

The prototype gains functionality and completeness over successive microcycle iterations. At
the end of each microcycle, regression testing is performed to ensure that previously validated
functionality hasn’t been broken by the additions, as well as validation testing of the new
capabilities of the system. An example is shown schematically in Figure 3.20. Basically, the
same elements are retained as the new functionality is added. In practice, there is a small
amount of reorganization of existing elements that takes place during the development of the
next prototype; this is known as refactoring.

Figure 3.20 Prototype evolution
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As I have mentioned, it is not just software that is integrated in the prototype; the work
products of other engineering disciplines are added together as well, as specified in the
prototype mission. Hardware may be at various stages of maturity in different prototypes. For
example, early prototypes may be run on laptops with software simulations of sensors and
actuators. Later prototypes may use some hand-breadboarded circuits, and still later
prototypes may have wire-wrapped or factory-produced boards. It is similar for the other
disciplines, such as mechanical engineering. In one system I was involved with, the first
prototype had painted cardboard enclosures. Over time, the mechanical systems matured to
include hand-manufactured mechanicals with real materials and, finally, first-run factory-
produced mechanical parts. Each engineering discipline is focused on producing its
contribution to the next prototype, based on the prototype mission.

3.2.2. Use Dynamic Planning

As I discussed in Chapter 1, “Introduction to Agile and Real-Time Concepts,” agile methods



differ from traditional methods in a number of ways, but one of the most important is that
agile methods embrace the concept of dynamic planning. The basic idea of dynamic
planning is to iterate the sequence “Plan, track, adapt” frequently. As the project progresses,
you learn more about the nature of your project, the size of the features, the effort involved,
and when you can expect to be done. These are things that you typically have some idea about
before you begin but about which you lack perfect, precise knowledge.*® Certainly, it helps to
have a plan that reflects reality early on, but even if the initial plan isn’t very accurate,
properly applied dynamic planning will rapidly converge on reality.

19. That’s why they call it estimating.

Doubt it? Consider the Newton-Raphson iteration, a numerical analysis method for solving
differentiable equations.®® In this analysis technique, the idea is to solve numerically for an
equation of the form

f(x)=o0

20. Apology to math-phobes: I have a personality flaw; I was trained as a scientist and a math
geek so I think about things in terms of equations. I go to support groups but the best I can
say is that I'm a “recovering mathaholic.”

when a closed-form analytic solution isn’t feasible.** The basic approach is to make an initial
guess (X,). If we are anywhere in the neighborhood of the solution where f(x) is actually zero,
then f’(x) should be a good approximation of f(x), where f'(x) is the derivative of f(x). The line
tangent to the curve f(x) at the point X, T(x), is simply

T(x) = F(Xo)(X = Xo) + f(Xo)
21. That’s math for “I dunno what the answer is, dude!”

as you can see in Figure 3.21. The value of x at which the T(x) crosses the x axis (i.e., T(x) = 0)
is our next estimate of the answer (x;). This is called the zero of T(x). This can be easily
calculated as

Figure 3.21 Newton-Raphson iteration
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The Newton-Raphson iteration then repeats the process until we are sufficiently close to the
value; that is, f(x,) is sufficiently close to zero. In practice, the Newton-Raphson iteration
usually converges very rapidly, requiring only a few iterations to get very close to the solution.

Dynamic planning is the scheduling equivalent of the Newton-Raphson iteration. We make our
best guess as to the answer, we experimentally determine how close we are and how fast we're
getting there, and we replan based on that result. The key for us is the termination of f’(x), the
first derivative of the product completion function. This is done through the notion of
velocity.

Velocity is simply the rate of progress on project completion. To use the notion of velocity, we
need a quantitative measure of the work elements to be done, so that as we complete them we
can determine where we are (with respect to project completion) and how fast we're
approaching our goal. A common agile approach is to use story points* or use case
points.® It is important to understand that these are estimation techniques and are therefore
inaccurate (up to 40% variance is common). However, the point of dynamic planning is that
accuracy isn’t required—the tracking aspect of dynamic planning will compute the error, and
the replanning can take into account this variation.



22, Mike Cohn, Agile Estimation and Planning (Upper Saddle River, NJ: Prentice Hall, 2006).

23. Based on the work of Gustav Karner and elaborated in Geri Schneider and Jason P.
Winters, Applying Use Cases: A Practical Guide (Reading, MA: Addison-Wesley, 1998).

Even more important than absolute accuracy in the effort or time estimates is the consistency
with which they are applied; that is, if you have applied points to estimate the time to
completion for various work items (e.g., product features), it is not so important that the
absolute value of the points be correct, but it is important that the relative assignment of
points to different work items be specific. It doesn’t matter if a point corresponds to two days
of work, but it does matter that if one work item has a value of eight points, it takes about
twice as long to complete as a work item assigned four points.

This is important because approaches such as COCOMO tend to fail because (1) they are
applied only once for an initial estimate of the total project time or effort and (2) the actual
“size” of the points varies greatly because of factors (such as business environment overhead)
that are either not or poorly accounted for. As Cohn says, “Velocity is the great equalizer.” As
long as the points relate to a consistent time frame (which is usually the case), the actual value
of that time frame is of secondary importance.

The practice of dynamic planning is governed by a set of (sub)practices:
« Planning by goals (features), not implementation (activities)

« Estimating relative size (e.g., use case points)

« Computing relative accomplishment with velocity

« Scheduling work items of an appropriate size

« Prioritizing your work items list

« Understanding the uncertainty

 Replanning often

Let’s consider each point.

Planning by Goals, Not Implementation



Planning by implementation in software development is the most common approach. That
doesn’t, however, make it a good idea. For example, it is common to plan for a certain number
of lines of code per day. Instead, I recommend that the project maintain a prioritized work
items list that contains the information about the backlog of work items that must be
addressed. Work items can refer to new features to be added, risk reduction activities, defects
to be repaired, and so on. The details of the work items list will be discussed in Chapter 5.

Estimating Relative Size (e.g., Use Case Points)

Different companies, even different project teams within the same company, will quantify the
time necessary to perform a work item differently. As mentioned above, the important thing is
the consistency of the mapping from points to time. This consistency can be achieved by using
the same estimator or by achieving consensus among the team members as to the point values
for a set of work items.

Computing Relative Accomplishment with Velocity

Velocity is computed from the work items completed within a period of time. The
Harmony/ESW process computes velocity primarily at the microcycle points and compares it
with the expected velocity (as identified by the project schedule). Velocity is important because
it represents “truth on the ground,” a measure of actual progress as opposed to the ideal
progress usually represented in schedules. The closer the plan and the actuality are, the more
accurately the effort and completion dates of the project can be known.

Scheduling Work Items of an Appropriate Size

Ideally, work items are in the range of half a day to two days. One of the reasons that this is
the ideal is that estimators will be far more accurate at this timescale than for work items
expected to require, say, six months. The other is that because the work items are completed
rapidly, the project gains velocity information much sooner than with larger-scale work tasks.
This does mean that larger-scale work efforts will often require decomposition. So, rather than
“Support the Blue Fox multimode RADAR,” work items might be much smaller, such as:

« Support basic transfer on the 1553 bus.
« Support 1553 bus schedules.

« Support commanded built-in test.



« Support basic command (x).
« Support sector blanking.

« Visualize RADAR plot.

« Display RADAR target data.

And so on.

Prioritizing Your Work Items List

Not all work items are equally important. The priority of a work item reflects either its urgency
or its criticality. In either case, it is almost always preferable to work on higher-priority work
items at the expense of lower-priority ones. Although this rule shouldn’t be slavishly followed
—for example, you may want to complete a feature by performing a short lower-priority work
item rather than begin a longer but unrelated higher-priority work item—it remains a good
rule of thumb.

Understanding the Uncertainty

If you admit that schedules are always an exercise in estimating stuff that you don’t know,
then by extension you admit there is uncertainty in your schedule. As discussed in Chapter 1,
knowledge improves as the project progresses,>* so that subsequent plans will be more
accurate than earlier ones. Uncertainty can be accounted for in several ways. One way is to
allow the end date to vary. With this approach, the computed end date has an associated
expected range of variation that diminishes as the end date approaches. Alternatively, you can
fix the end date but vary the delivered functionality. This is often captured by identifying
features as either required or “upside” (to be delivered if there is adequate time). Another
approach is to vary the effort applied to the work, either as a percentage of available effort or
by adding resources. What you cannot do—although many managers repeatedly try—is to fix
all three aspects simultaneously.

24. Provided, of course, that you actually look.

Replanning Often

Because you learn from project execution, you can use that increasing knowledge to make



increasingly accurate plans. This is known as replanning. In the Harmony/ESW process, this
replanning occurs at a specific point in the microcycle, although intermediate replanning can
be done more frequently if desired. The microcycle contains a short activity known as the
increment review or, more popularly, the “party phase.” During this phase, one of the things
reviewed is the project schedule. A typical microcycle is in the range of four to six weeks but
may be as short as two weeks or as long as four months. During this schedule review the team
looks at the project accomplishments against what was planned, computes the project velocity,
and replans to take actual project progress into account.

3.2.3. Minimize Overall Complexity

As long as requirements are met, simpler is better. Simpler requires less effort to create.
Simpler is easier to get right. Simpler is more understandable. Simpler is more maintainable.
Of course, having said that, we spend a lot of time developing systems that have quite complex
functionality. One of the things we want from our designs is that they be as simple as possible,
but no simpler than that.

As a general rule, we can have complexity in the large (architecture or collaboration level) or
in the small (class, function, or data structure level). In some cases, we improve overall
simplicity by making individual elements slightly more complex because it greatly simplifies
the interaction of those elements. Or, in other cases, we improve overall simplicity by
simplifying some very complex elements but at a cost of increasing the number of elements
and their relations in the collaboration.

Complexity comes in two kinds. First, there is inherent complexity. This is the complexity
that results from the fundamental nature of the feature being developed. Without changing the
feature, you are stuck with the inherent complexity. The second kind is incidental
complexity. This is the complexity resulting from the idioms, patterns, and technologies
chosen to realize the feature. This latter kind of complexity is under your control as a
developer. You can trade off complexity in the small for complexity in the large in your effort
to minimize the overall complexity.

For example, consider the collaboration shown in Figure 3.22. It contains a class Vapori zer for
delivering anesthetic drugs and has the complex state machine shown in Figure 3.23. Note
that the structural diagram is simple because the elements within it are complex.

Figure 3.22 Sample collaboration
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Figure 3.23 Class vapori zer state machine
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We can simplify the vapori zer class at the expense of complicating the collaboration by

[

extracting either composite or and-states within the class and making them separate classes.
Figure 3.24 shows the resulting more complex collaboration. Note the icon in the upper right-
hand corner of various classes; this indicates that the class has a state machine. Portions of the
state machine from the original vapori zer class now populate these various classes. Each class
in the collaboration has a narrower focus than the previous vapori zer class, but the overall
collaboration is more complex. Figure 3.25 shows the much simpler state machine for the

Si npl i fiedvapori zer class. The other state machines are of a similar complexity.

Figure 3.24 Elaborated collaboration
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3.2.4. Model with a Purpose

o |
]

A model is always a simplification of the thing in the real world that it represents. As George

Box says, “All models are wrong but some are useful.”®® For a model to be useful, it must

represent the aspects of the elements relevant to the purpose of the model. In addition, we



need to represent aspects of that model in views (diagrams) that present that information in a
fashion that is understandable and usable for our purposes.

25. George Box, “Capability Maturity Model Integration (CMMI®) Version 1.2 Overview”
(2007), at www.sei.cmu.edu/cmmi/adoption/pdf/cmmi-overviewo7.pdf.

One of the time-honored (and fairly useless) idioms for creating diagrams is to invoke the 7 +
2 rule. The idea is adapted from neurolinguistics—we know that human short-term memory
can hold 7 + 2 things. In the seventies, someone misinterpreted this to mean that data flow
diagrams should have no more than seven things on them, and if there are more than seven
things, the right thing to do is to create a hierarchy.

This is, of course, stupid®® and has created countless examples of extremely hard-to-follow
diagram structures. The Harmony/ESW process recommends an entirely different practice:

26. Not that I have an opinion or anything! @

Each diagram should have a single key principle or aspect it is trying to represent; the diagram
will contain all elements contributing to that principle or aspect but no more. This mission
should be explicitly stated on the diagram unless obvious.

The mission for some diagrams—such as state charts—is obvious (specify the behavior of a
d assi fi er ) but for the other diagrams it is not. Some common missions for class diagrams
include the following:

« Show the concurrency architecture—what tasks are in the system, what resources they share,
and how they interact.

« Show the distribution architecture—how objects are split across address spaces, how they
communicate and collaborate.

« Show the deployment architecture—how objects map to hardware.

« Show the safety and reliability architecture—how redundancy is managed to make the
system robust in the presence of faults.

« Show the subsystem architecture—the large-scale pieces of the system and how they interact.
« Show the interfaces supported and required by a subsystem.

« Show a class taxonomy—the generalization taxonomy of a related set of classes.


http://www.sei.cmu.edu/cmmi/adoption/pdf/cmmi-overview07.pdf

« Show a collaboration of roles—how a set of classes interact to realize a system-level
capability.

» Show the structure of a composite class—the parts within the structured class.
« Show the instances and links at a specific point in time.

Whenever you create a diagram, you should do so with an explicit purpose. This mission is
usually placed in a comment. I generally place that comment in the upper-left or upper-right
corner of the diagram. For example, Figure 3.26 shows the subsystem architecture for an
anesthesia machine. Figure 3.27 shows a sequence diagram from the same model that depicts
a scenario from one of the use cases. The mission appears in the comment that names and
describes the scenario, along with the pre- and postconditions. Figure 3.28 shows a UML
package diagram showing the organization of the model. To recap, each diagram should have
an explicit purpose, and that purpose should be clearly stated on the diagram.

Figure 3.26 Subsystem diagram with mission statement
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Figure 3.27 Sequence diagram with mission statement
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The Harmony/ESW process identifies the missions as candidates (there are, of course, many
more). However, in practice, almost every model will have one or more diagrams for each of
the five views of architecture discussed earlier in the chapter, plus at least one class diagram
per use case showing the collaboration of elements realizing that use case.



3.2.5. Use Frameworks

There are several available definitions for frameworks. The best definition that I've seen is
that:

a framework is a partially completed application, pieces of which are customized by the user to
complete the application.?”

27. Gregory F. Rogers, Framework-Based Software Development in C++ (Upper Saddle River,
NJ: Prentice Hall, 1997).

Frameworks provide a number of significant interrelated advantages for the quick
development of robust applications:

« They provide a set of general ways to accomplish common programming tasks. This
minimizes the complexity of the system because there are fewer idioms to learn in order to
understand the application structure and behavior.

« They provide service classes that perform many of the common housekeeping chores that
make up most of all applications. This frees the developer to concentrate on domain-specific
issues and problems.

« They provide a means of large-scale reuse for applications.
 They provide a common architectural infrastructure for applications.
« They can greatly reduce the time to market for building brand-new applications.

« They can be specialized for domains so that they can capture domain-specific idioms and
patterns.

One area in which frameworks have shown their value is in the development of Windows
applications. Originally, Windows applications were handcrafted C applications filled with
complex and obscure Windows API calls to do everything imaginable. Windows applications
were built totally from scratch each time. The development experience for Windows
programming was that it was slow, painful, and error-prone—and the quality of the resulting
Windows applications reflected this truth. Frameworks like the Microsoft Foundation Classes
(MFC) and Borland’s Object Windows Library (OWL) changed all that. Now, writing Windows
applications with drop-down and pop-up menus, bitmaps, multiple document windows, and
even database access, TCP/IP sockets, animation, and Object Linking and Embedding (OLE)



interfaces is almost as easy as writing DOS applications.

The tremendous decrease in perceived development effort is the result of a single primary
factor: the use of frameworks. The use of frameworks also enabled a secondary technology,
that of component-based development, to flourish by providing a common infrastructure in
which to plug.

The same benefits are applicable in the world of real-time embedded systems development.
For the most part, real-time embedded systems development is now like Windows
programming was a decade ago: slow, error-prone, and painful. However, through the
development and use of frameworks that provide a common infrastructure, the development of
real-time systems can be greatly improved. These improvements will manifest themselves in
improved quality and functionality and decreased development time.

3.2.6. Prove the System under Development Is Correct—Continually

This practice works hand in hand with the first practice, incremental construction. This key
practice states that the system under development should never be more than minutes away
from execution (and thereby being demonstrated to be correct). This is done even with early,
very incomplete models. This practice applies as soon as we begin realizing requirements in
the phase of the microcycle called object analysis, in which we identify the essential classes,
types, and their behavior and relations. It continues through architecture definition and
optimization, collaboration-level optimization, and through detailed design optimizations. We
execute and exercise our software after each small incremental change to make sure that the
previous functionality wasn’t broken, and that the new functionality we've added works as we
expect.

The earlier Securi ty class example in this chapter (refer to Figure 3.3 through Figure 3.17)
illustrates this point. Remember: The best way not to have defects in your system is not to put
defects in your system. The very best way to achieve this is to execute your evolving software
beginning in the first hour of the very first day that you start laying down classes, data, or
functions.

This practice is a good idea even in the absence of model execution tools in which the models
are translated manually into equivalent code. However, model-based execution speeds up and
enhances this effort significantly. Imagine if you had to design in C and then switch over to vi
and write the equivalent assembly code. Isn’t it better to just execute the C code directly? The
same is true with the UML. The purpose of this book is not to sell or even promote tools (not
even powerful modeling tools), but if you have them, they can certainly make your life easier!



3.2.7. Create Software and Tests at the Same Time

The previous practice emphasized that software should be created in small incremental steps
with continual validation that the software, so far, does the right thing. We recommend that
you use model-based execution several times per day, but you can do it with hand-written
source code as well. One of the keys of continual executions is that you’re running the software
to prove not that it compiles, but that it is correct. This means that you must have some
concept about what correct is.

While traditional approaches emphasize testing at the end just prior to system release, this has
proven to be the second-most-expensive approach to testing.?® When defects remain in the
software, it becomes more difficult to identify them. Worse, it becomes much more expensive
to remove them, because the longer a defect is present in your system, the more time the
software has to build up dependencies on the flaw, resulting in more places in your software
that need to be repaired. It’s just better and easier to not have defects in the software in the
first place.

28. The most expensive is to test after you ship to the customer.

To achieve this goal, the Harmony/ESW process recommends the practice of developing the
tests immediately prior to, or in conjunction with, the software under test. That way, tests are
not an afterthought—“Oh, yeah, I guess we should test, eh?”—but something that is done as an
integral part of developing the software in the first place.

Representing Tests

The UML Testing Profile represents tests primarily as sequence or activity diagrams.
Additionally, test cases can be represented in code or other model elements. The
Harmony/ESW process recommends creating «t est Buddy» classes. These are classes that exist
solely to test classes that are or will be contained in the shipped system, but are not
themselves shipped with the system. They are configuration-managed along with the shippable
model elements and normally reside in the same package in the model or within a package
nested therein. Refer to Figure 3.3 for an example of a «t est Buddy» class. There are also
model-based testing tools, such as Test Conductor from IBM Rational, that can automatically
apply tests defined as sequence diagrams, activity diagrams, flowcharts, state diagrams, or
code segments.

There are many different kinds of tests that are useful. Not all may be applicable at a given



time. For example, performance tests are rarely performed on analysis models because they
are not yet optimized. Some of the kinds of tests identified in the Harmony/ESW process are:

 Functional—tests the behavior or functionality of a system or system element

« QoS—tests the “performance” of a system or system element, often to measure its
performance against its performance requirements. Such tests measure the time for an
individual action or for a large number of actions in sequence or in parallel. For example, if a
device driver is planned to handle 1000 messages/second, then stress testing might consist of
testing sustained throughputs of 900 messages/second and 1000 messages/second as well as
measuring the time for the processing of a single message.

« Range—tests values within a data range

« Statistical—tests values within a range by selecting them stochastically from a probability
density function (PDF)

« Boundary—tests values just at the edges of, just inside, and just outside a range

« Coverage—tests that all execution paths are executed during a test suite. This can be done at
the model level (looking for execution of all transitions in a state machine or all control flows
in an activity diagram), at the source code level (looking for all calls, if/then/else, switch/case,
and try/catch clauses), or at the assembly language level.

« Stress—tests data that exceeds the expected bandwidth of a system or system element. Stress
testing tries to break the system or element by giving it bandwidth range out of its design
specification to ensure the system can gracefully handle overload situations.

« Volume, also known as “load testing”—tests the system with large amounts of data that meet
or exceed its design load

« Fault seeding—tests whether the system properly handles a fault intentionally introduced to
the system

 Regression—normally a subset of previously passed tests; tests that a modification to a
system did not introduce errors into previously correctly functioning systems

Early testing focuses primarily on functional testing. Later testing will include boundary,
stress, volume, and regression testing. It is important to test the software with boundary and
out-of-range values and conditions to ensure the system is robust. It is important to select
tests that are appropriate for the level of maturity and completeness. Certainly, by the time the
product is shipped, all those kinds of tests must be run and passed.



3.2.8. Apply Patterns Intelligently

Optimization is important, particularly for real-time and embedded systems. However,
unguided and undirected optimization is as likely to have poor results as good optimization.
This is because whenever you optimize one aspect of a system, you necessarily deoptimize
some other aspect. Therefore, it is critical that the aspects of the design that improve it for its
intended purpose be optimized. The Harmony/ESW process achieves this goal by applying
design optimizations with a specific workflow, namely:

1. Identify the design (optimization) criteria.
2. Rank the design criteria in order of criticality to the system success.

3. Identify design patterns, idioms, or technologies that optimize the most important design
criteria at the expense of the least important.

4. Apply the design patterns, idioms, or technologies.

5. Validate the design solution to

a. Ensure that previously working functionality wasn’t broken during the optimization process
b. Ensure that the optimization goals have been achieved

In Harmony/ESW, most design work is done through the application of design patterns.
Design patterns, as mentioned in Chapter 2, “Concepts, Goals, and Benefits of Model-Driven
Development,” are reusable design solutions for recurring problems. Some design patterns are
added by elaboration—manually modifying the model to include the pattern elements—while
others are added by using a model-based translator. Both approaches work fairly well. The
main thing is to understand what you are trying to optimize, understand the pros and cons of
your optimization approach, and then apply the patterns correctly.

3.2.9. Manage Interfaces to Ease Integration

For larger systems, integration of elements has long been a common point of failure. This has
been true of different systems that are supposed to talk to each other, of architectural units of
a single system, and even of engineering disciplines within an architectural subsystem. The two
basic practices in Harmony/ESW are:



« All stakeholders of an interface—especially both providers and consumers—use the same
definition of the interface.

« Continuously integrate elements that share an interface so that any inconsistency in interface
use can be detected and fixed as early as possible.

The first of these may seem obvious, but it is not at all uncommon for different stakeholders to
use copies of the actual interface, and that these copies are separately maintained. Eventually,
these copies fall out of sync with each other and chaos ensues later during integration.

The two primary ways that Harmony/ESW realizes the practice of using the same interface is
managing architectural interfaces of a system as a resource to be shared among the
stakeholders and, for multidisciplinary systems, creating class diagrams that capture the
interface as a shared resource.

A UML model is often represented as a set of shared models. In fact, I typically recommend
that no more than 7 to 10 engineers share a single model. This means that all large projects
are represented in a set of interrelated models rather than a single monolithic repository. This
practice is a reasonable compromise between cohesion within a model and interoperability of
cohesive units. Models within a project can interact in a couple of different ways: “by value” or
“by reference.” The former means that one model loads a copy of the other but is free to
modify it without changing the original. The latter means that one model loads another in a
read-only form; in order for the second model to be modified, it must be edited directly. In
this case, the client model is automatically updated when the server model is changed.

It is in this latter form that models share the interfaces and common data types in the shared
model. By loading the shared model by reference, they are ensured of working against the
actual interface.

These interfaces are specified early in the architecture and then “frozen” in CM. This allows
the teams to progress against a known and specified interface. The problem is, of course, that
the interfaces are likely to be wrong in some detail or another. However, if, when a defect is
discovered in the interface, the stakeholders get together and renegotiate that interface and
then freeze it again, the problem is minimized. There may be a small amount of rework
necessary when an interface is revised, but experience has shown that this is a tiny amount of
effort compared to the more common practice of letting the interfaces “float” until system
integration.

The other interface issue is the interaction of different engineering disciplines. For the readers
of this book, the primary concern is the software-electronics interface. As discussed in Chapter
2, I don’t recommend the use of UML deployment diagrams for this purpose because they are



“dumbed-down” class diagrams. Full class diagrams used for this purpose, such as Figure 2.26,
are much richer and more expressive. When the interface details, such as:

« Type (e.g., memory-mapped, port-mapped, or interrupt-mapped)
« Location (memory address, port, or interrupt number)

« Size (e.g., number of bits)

« Data representation and valid data range

« Other preconditional invariants

are captured, the interface becomes well specified for both the software and the electrical
engineer. This diagram and the associated metadata form a contract for the engineering
disciplines involved.

Besides managing the interfaces per se, Harmony/ESW eliminates (or at least mitigates)
integration problems by pursuing a practice of continuous integration. Continuous
integration is achieved by having all developers submit their software daily or more often.
Then at least once per day, the configuration items (CIs) are integrated and tested to ensure
that someone’s changes haven’t broken the build. The key is to develop in small units called
work items that can be completed in a day or even less.

The developer workflow for continuous integration is to:
1. Implement the work item

2. Validate the work item in the developer context

3. Update the developer context with the baseline

4. Validate the work item in the context of the baseline
5. Submit the update to the configuration manager

The configuration manager then builds and tests the system at least once per day. His or her
workflow is to:

1. Create a build from updated elements from (possibly multiple) developers

2. Run an integration test suite



3. If the system passes the tests, create a new baseline
4. Make the new baseline available to the developers

In parallel, the configuration manager also creates new integration tests over time as new
functionality is delivered in the evolving baseline.

3.2.10. Use Model-Code Associativity

In the 1980s, the point of view that modeling tools took was that there were two fundamentally
unrelated artifacts: the model and the code. And it was the developer’s job to traverse the two
and manually keep them in sync. Experience has shown that this never happens over the long
term; eventually the models and the code begin to deviate, and at some point the models will
be thrown away.

Harmony/ESW takes a different viewpoint. It views the model as a cohesive set of interrelated
metadata that is exposed to humans through a variety of views. Class diagrams show the
structure of model elements. Use cases show functionality. Sequence, timing, and
communication diagrams show interactions among model elements. State machines and
activity diagrams show behavior. Code is nothing more or less than a detailed structural view
of the system.

Each of these views is dynamically linked to the metadata repository. The dynamic nature of
the link means that if the data in that repository is changed because the developer is working
in a particular view (e.g., class, state machine, or even code), then all the views that represent
the changed information are automatically updated. Thus, when I work in the class or state
diagram, the code changes. Automatically. When I work in the code, the class and/or state
diagrams change. Again, automatically.

For the most part, the Harmony/ESW process practices forward engineering, that is,
automatically creating the code from the analysis and design models. Sometimes you will find
it useful to modify the code and you want those code changes to be reflected in the model.
Automatically.

This is important. For models to be truly useful, they must reflect the functionality, structure,
and behavior of the actual system. And we know that you won’t update the models manually to
reflect changes made in the code. Oh, you’ll want to. You may even believe that you will. But
we all know that you won’t.?®> With a tool that implements dynamic model-code associativity,
models and the code will remain in sync.



29. You never call, either, even though I wait by the phone . . .

3.3. Coming Up

This chapter introduced the forces driving the content and guidance of the Harmony/ESW
agile process. The process includes a set of core principles from which the practices discussed
in this chapter are derived. The most crucial goal is the first: The primary goal of a software
developer is to develop software. Several of the remaining goals are consequences of this.
These goals include paying continual attention to quality, getting continuous feedback,
optimizing the right things, and using the amount of working functionality as your primary
measure of progress.

Other goals center around a core concept of the use of abstraction. To support this, there are
goals about the use of abstraction and modeling. This is especially true for architecture, the
strategic optimization decisions that structure your system. The Harmony/ESW process
identifies five key views of architecture and a set of secondary architectural views that
augment them.

The third set of goals focuses on the fidelity of project information. The fact remains that
software development schedules and plans are always exercises in estimating things that you
don’t actually know. The Harmony/ESW process emphasizes using the information you have
but planning to track progress and revising the plans frequently as you gain more insight into
the project. In addition to planning to replan, the Harmony/ESW process notes that the
leading cause of project failure is ignoring risk. Therefore, the process has recommended
practices for identifying and removing risk during the project.

The Harmony/ESW process incorporates a number of practices to realize these goals.
Harmony/ESW is a model-driven, architecture-centric process that emphasizes the creation of
semantically correct models from which code can be directly generated by humans or by model
compiler. This generation takes place several times per day, and the code so developed is then
executed informally—a process known as debugging—and formally—a process known as unit
testing. A key practice is the incremental construction of the system, making small
incremental changes and validating that the system is defect-free before moving on. The use of
design patterns emphasizes the reuse of proven solutions for optimization of the system
structure, behavior, or QoS.

The next chapter discusses the process per se. The focus will be on the workflows of the
process, emphasizing the incremental microcycle spiral. Each of the phases of the microcycle is
then discussed in more detail with the roles, tasks, and work products identified. Subsequent



chapters will drill down into the nitty-gritty of how Harmony/ESW performs project initiation
(Chapter 5), analysis (Chapter 6), design (Chapter 7), test (Chapter 8), and process
optimization (Chapter 9).



Chapter 4
Process Overview

The Harmony/ESW process is the result of decades of work, by myself and others. I've tried
very hard to incorporate new ideas that help and cut out deadweight when ideas didn’t work
out. Previously, the process was known as the Rapid Object-Oriented Process for Embedded
Systems (ROPES), later Harmony, and now is a key member of the Harmony process family.
As mentioned in previous chapters, Harmony/ESW focuses on the development of certain
kinds of systems, specifically software-intensive real-time and embedded systems that are
often highly focused on efficiency, cost, safety, and reliability.

The detailed tasks, workflows, roles, work products, and guidance will be provided in later
chapters. This chapter will serve as an introduction to the basic ideas behind those details.

4.1. Why Process at All?
Why indeed?

Software and systems are intensely social activities, despite the lack of social skills found in
many of its practitioners. This is because most systems are complex, complicated, and consist
of tens of thousands (on the small side) to multiple millions of lines of code. Highly skilled
technical experts must collaborate to end up with a product that performs as it should and
when it should. That turns out to be much more difficult than you might otherwise suppose.

For a tiny system—a few thousand lines of code—a single talented engineer can construct the
logic and data necessary. In this case, the quality, correctness, and robustness of the system
are in direct proportion to the skill of the engineer. Process isn’t needed, because the highly
skilled engineer is able to focus his or her efforts toward a fruitful end. Such developers have
an internalized process that works for them, or they wouldn’t be known as “highly skilled.”
However, these internalized processes can be extremely idiosyncratic and unique to the
individual.

Most systems are far too complex to be efficiently constructed by a single engineer. For a team
of engineers to pool their efforts, they need to understand how to divide the work, work
toward a common goal, and merge the fruits of their labors efficiently into the final product.



They must agree on how to partition the work so that each piece will contribute to the
common goal as well as properly interact with the other pieces, and do so in a predictable time
frame.

Process is the means by which correlated interaction among the engineers takes place.
Harmony/ESW defines process as “a set of coherent workflows constructed of tasks performed
by worker roles resulting in desired work products.” A methodology consists of a primary
language in which the semantics of the system are specified and a process that guides the
developers in the use of that language.

There are, of course, many ways to divide and structure the work, but not all approaches work
equally well. As discussed in Chapter 1, “Introduction to Agile and Real-Time Concepts,” most
current processes are based in factory automation, with the basic assumptions about infinite
scalability and infinite predictability built in. The waterfall process is the epitome of the
industrial process point of view:

1. Define the requirements for the system to be constructed.

2. Analyze those requirements.

3. Design the system.

4. Test the system to find any minor flaws that have been introduced.
5. Ship the system.

The basic assumptions of the industrial process model are that each phase in the process can
be completed without making any essential mistakes, and that any minor mistakes made are
linear in nature, with easily identified, localized, and point-repairable faults. We know from
decades of software development in many different domains of expertise that this is clearly not
the case. Software is chaotic and highly nonlinear. It is not infinitely scalable; systems 10 times
the size are easily 100 times harder to develop. It is not highly predictable, not only because
the basic “stuff” of software is complexity captured as a set of rules written in formal
languages, but also because the world for which we develop software is very dynamic. It is
difficult to produce software ahead of changes in the environment that invalidate our
assumptions or starting conditions.

Software development is far more invention than it is manufacturing. This has led to the
development of incremental development approaches in which systems are constructed in
smaller, easier-to-develop pieces with increasing functionality and fidelity. Barry Boehm’s*
spiral approach has been around for quite a number of years, but most projects are still
developed with a linear industrial manufacturing process perspective.



1. See Barry Boehm, Software Engineering Economics (Englewood Cliffs, NJ: Prentice Hall,
1981).

A process is an interrelated set of concepts. The keys ones are:

« Role—the “hat” a person wears while having a specific scope of responsibility

e Task—an element of work with a predefined set of inputs and outputs, which may be
° Work products

° Conditions

° Results

« Workflow—a defined sequence of tasks

« Work product—an artifact produced by a role while performing a task

These concepts are summarized in Figure 4.1. In this illustration you can see some secondary
concepts as well, such as

« Schedule—identifies the date, time, and effort for tasks and allocates the tasks to specific
people

» Tools—either aid or automate the execution of a task

« Guidelines—provide help in how a work product should be created or managed or a task
should be executed

« Templates—provide predefined structures for work products

Figure 4.1 Core process concepts
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There are, of course, many more elements of a process. We will get into these as we progress.

Process contains a series of tasks and guidance on how to perform those tasks. But what
differentiates a good process from a bad one? Harmony/ESW has a clear standard: A good
process is one that allows you to develop more functionality, in less time, at a lower cost, and
with fewer defects.

4.1.1. Harmony/ESW Process Introduction

The Harmony/ESW process is unique in the software development industry in that it is:
 Agile
» Model-based

 High-quality



e Architecture-centric

« Requirements-driven

« Focused on QoS

« Safety- and reliability-directed

« Optimized for real-time and embedded systems

By agile we mean simultaneously lightweight in its overhead and dynamic in its planning and
responsiveness. In this context, lightweight refers to focusing our effort on the tasks that
provide substantial benefit to the goal of product development with the minimum ceremony
necessary to meet the project needs. Dynamic means that we actively seek feedback as to our
actual effectiveness and modify our plans to improve that effectiveness. These topics were
discussed in some detail in Chapter 1.

As discussed in some detail in Chapter 2, “Concepts, Goals, and Benefits of Model-Driven
Development,” Harmony/ESW is model-based. Models are the primary work product(s)
produced. Models provide a vastly more powerful means of capturing the system semantics
because we can succinctly represent different aspects of the system semantics, such as
functionality, structure, behavior, and performance (more precisely known by the more
encompassing term quality of service [QoS]). In addition, we can visualize that representation
at different levels of abstraction from system context to subsystem architecture, all the way
down to primitive (nondecomposable) elements such as simple classes, functions, and data.
Despite the variety of viewpoints that we can bring to bear, we can also ensure consistency
among the elements by using a (semi)rigorous language, such as the UML, and tools to
manage the model within a repository. MDA, or the more generic MDD, recommends
construction of a specific set of models that have proven their worth in enhancing correctness,
reuse, portability, and performance. These are, of course, the CIM, PIM, PSM, and PSI.

High quality is achieved through the continuous gathering of quality data, primarily through
the execution of partially complete models.* A key practice of agile methods is to never be
more than minutes away from being able to demonstrate the correctness of the system so far.?
Harmony/ESW implements this practice primarily through the use of model-based execution.
This has many advantages. For example, as stated in Chapter 1, the best way not to have
defects in the system is not to put those defects there in the first place. Early feedback means
that we identify defects immediately (or darn close to it) and remove them when it is easy and
inexpensive to do so. Second, model-based execution allows us to visualize the functionality
using the same technology that we use to design it—analogous to using a C debugger to

visualize the behavior of code rather than figuring it out from debugging the generated



assembly code. The quality aspect is especially enhanced when coupled with automatic code
generation, because with a high-quality model compiler, the code always reflects the design. If
you modify the code directly, good modeling tools provide automated means to incorporate
those changes back into the model.*

2. See the Harmony/ESW principle “Continuous attention to quality is essential” and the key
practice “Create software and tests at the same time” in Chapter 3.

3. See the Harmony/ESW principle “Continuous feedback is crucial” and the practice “Prove
the system under development is correct—continually,” ibid.

4. See the Harmony/ESW practice “Use model-code associativity,” ibid.

You can think about architecture as “the set of strategic design decisions that affect most or all
of the system.” Harmony/ESW is architecture-centric and focuses enormous attention on the
five key architectural views.? Experience has shown that these architectural aspects—the
subsystem and component architecture, the concurrency and resource management
architecture, the distribution architecture, the safety and reliability architecture, and the
deployment architecture—have a profound impact on the performance, scalability, robustness,
and maintainability of the final system. There are secondary architectural views, such as
security, data management, dynamic QoS management, and SOA (service-oriented
architecture). These make a significant impact in some systems, but generally not as universal
as the impact of the five key views. The Harmony/ESW design process, of which architecture is
an important part, is oriented around the selection and application of technology and design
patterns. Harmony/ESW provides strong guidance on how best to identify appropriate
technology and design patterns to create robust, scalable architectures.

5. See the Harmony/ESW principle “Five key views of architecture define your architecture,”
ibid.

Requirements are important because they define the goal and the end point of the
development effort. Requirements serve as the arbiter of correctness of the work and the
delivered system. Harmony/ESW is requirements-driven in that the identification of elements
in the analysis and design models is guided continuously by meeting the requirements. As we
will see, this is done by creating the CIM to represent the requirements in an inherently
validatable, verifiable form. This aids not only in getting the requirements correctly captured
but also in guiding the day-to-day and minute-to-minute work of the developer. The CIM is
organized around use cases that depict coherent uses of the system. The use cases are detailed,
as we will see in Chapter 5, “Project Initiation,” with informal natural language statements,
formal behavioral specifications with state machines, and scenarios capturing example actor-
system interactions. The PIM (analysis model) and PSM (design model) are correct to the



extent that they can reproduce those semantics.

On thing that sets the Harmony/ESW process apart from other processes is the attention paid
to and focus on QoS.° Of course, Harmony/ESW focuses on real-time and embedded systems,
and QoS is the primary distinguishing characteristic of such systems. Harmony/ESW is QoS-
focused and provides strong guidance on how best to capture and use QoS metadata. Some of
the different kinds of qualities of service managed by the Harmony/ESW process include

6. See the Harmony/ESW practice “Apply patterns intelligently,” ibid.
 Execution time

° Worst case

° Average case

° Read time

° Write time

© Access time

° Slack time

° Blocking time

° Deadlines

° Utility functions
» Event recurrence
° Period

° Jitter

° Interarrival time
° Burst length

« Schedulability

« Predictability



 Memory usage
 Robustness

« Reliability

« Safety

« Risk

Not all real-time and embedded systems are safety-critical or high-reliability. Another aspect
of the Harmony/ESW process that sets it apart is the degree to which it is safety- and
reliability-directed. The process provides guidance on how to analyze and model safety and
reliability designs. Safety-critical and high-reliability products must be able to identify, isolate,
and correct faults during system execution. This requires special technologies and design
patterns’ that use redundancy in different ways to achieve the design goals of the system.
Projects that don’t have these aspects can omit the additional related tasks, work products,
and redundant aspects that otherwise must be present. Analytic techniques include FTA,
FMEA, and FMECA. As we will see in Chapter 6, “Agile Analysis,” the process includes
guidance in how to perform these analyses and incorporate the results in the design.

7. See my Real-Time Design Patterns.

The Harmony/ESW process, as a software and systems development process, applies to all
kinds of software. Nevertheless, it is optimized for the development of real-time and embedded
systems. There is a special focus on the concerns of such systems, especially modeling and
managing processing efficiency, qualities of service, device-driver-level components,
embedded architectures, safety, and reliability.

A process is ultimately a set of roles performing sequenced tasks within a set of workflows that
result in a set of work products. The guidance provided by the process applies at different
timescales, in the same sense that managing your career is done differently if the concern is
what you need to accomplish today, versus what you need to accomplish for the project, versus
your five-year goals. The next section discusses the three levels of timescale of importance to
the Harmony/ESW process.

4.2. Harmony Time Frames

The Harmony/ESW process views project time at three timescales (see Figure 4.2). Why do we
care? We care because different project planning and development work takes place at each of



these timescales.

Figure 4.2 Harmony/ESW time frames
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The macrocycle is the largest-scale focus of the process and has the entire life of the project
squarely in its sights. This point of view identifies key project milestones, planned future
system enhancements, and customer release schedules. Typical macrocycle scope ranges from
about nine months on the short side to several years on the longer side, usually a couple of
years on average. In one military project I was involved with, the macrocycle scope extended
for 25 years.

The macrocycle is loosely divided into four overlapping macrophases. Each macrophase
contains a number of microcycles, each of which produces a validated version of the system
under development. The macrophases are characterized by their primary focus of concern. The
fact that these macrophases overlap is meant to convey the idea that while the mission
statements of the microcycles are highly project-specific, their emphasis tends to change in a
standard way throughout the course of the project. It is also meant to emphasize the notion
that this is highly variable depending on the project characteristics.

« The first macrophase focuses on key concepts. These key concepts may be key product
features or capabilities, key architectural aspects, key technologies, or key project risks. As
mentioned, this macrophase will contain a number of microcycles, during which increasingly
complete versions of the system that address, elaborate, or resolves these concerns are built. If
your customer is traditionally minded and wants a PDR, this will normally take place at or
around the end of the first macrophase.



» The second macrophase centers on secondary concepts. Once the primary concerns have
been addressed, the secondary ones must be dealt with. By the end of the set of microcycles
within this macrophase, all architectural concerns have been addressed, so traditional CDRs, if
required, take place around the end of the second macrophase.

« The third macrophase concentrates on optimization concerns. This is not to say that
optimization doesn’t take place in the other macrophases, merely that this is a primary
emphasis of the microcycles contained within this macrophase. That means that most analysis
is complete and design is more the target of the work activities.

« The last macrocycle focuses on deployment concerns. These concerns deal with cross-
discipline integration of software, electronics, mechanical and chemical aspects, as well as
deployment in the customer environment. It is not uncommon to stage “test flights” of the
system (sometimes literally) in this phase.

While the macrophases certainly have “themes” that they emphasize, each microcycle in each
macrophase contains analysis, design, implementation, and test work activities.

The next timescale down is the microcycle. The microcycle is all about producing a single
build of the system that integrates functionality and engineering disciplines into a validated
version of the system. Harmony/ESW is an incremental, spiral development approach at its
core, and the microcycle is just an instance of that spiral. Figure 4.3 shows the main spiral of
the microcycle approach schematically. The key concept of the spiral approach is to develop
the system incrementally at a frequent rate and to validate each increment. The next section
will discuss the phases in the spiral in some detail, but it is useful to note that the microcycle
is basically just a project-in-the-small. A microcycle normally requires four to six weeks to
complete, although the range may be one week to as much as four months. In each microcycle,
new requirements are elucidated, analyzed, designed, implemented, and validated. The
increments, known as incremental prototypes, are not hacked-together code for
demonstration to the customer or to management (although they can be used for that
purpose) but contain the real code that will ultimately ship. The incremental prototypes,
particularly the early ones, are merely incomplete. The requirements that they implement are
truly implemented in a high-quality, validated way, but early prototypes don’t implement all
the requirements.

Figure 4.3 Harmony spiral
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Each microcycle is organized around a mission—a statement of intent and goals—
culminating in a validated version of the system with identified functionality. The mission
statement, as we will see in Chapter 6, is organized around several concerns:

« The system capabilities (organized into use cases) to be realized
« The project risks to be reduced

 The (minor) defects from earlier prototypes to be repaired

« The architectural intent of the prototype

« The target platforms to be supported

The work to achieve this mission is represented in the list of work items scheduled to be
performed during the microcycle. In agile methods, the work items list is a backlog of future
and potential work to be done.

In the beginning of the project, prespiral planning precedes the first instance of the spiral
(microcycle). In this phase the vision of the system to be ultimately produced is constructed,
the development environment—such as CM, compilers, and modeling tools—is installed,
resources are allocated, and the schedule is constructed. The schedule is organized primarily
around the specific microcycles with validated incremental releases at the end of each
microcycle. The microcycle is split into a number of activities usually performed in sequence.
These are:

« Analysis—the specification of the essential properties of the system in the context of the
microcycle. This is divided into two subphases:



° Prototype definition—the identification of the scope of work within the microcycle, including
the requirements to be realized

° Object analysis—the creation of a running model of the functional properties for the
prototype

« Design—the optimization of the object analysis model. This takes place at three levels of
abstraction:

° Architectural design—the strategic, global optimization of the system
° Mechanistic design—the optimization of use case collaborations

° Detailed design—the optimization of primitive elements of the design (classes, functions,
types, and data structures)

« Model review—a review of the work artifacts (models, source code, unit test results, etc.)

« Testing—the validation of the model and source code against the requirements of the system
and the mission of the microcycle

« Increment review (“party”)—the analysis of the project progress and identification of
improvements in the process and environment

The analysis phase identifies essential elements of the system. In the first subphase
—prototype definition—the requirements to be realized within the spiral are identified,
characterized, and clustered into use cases, and the microcycle mission statement, identified
earlier, is produced. The use case model corresponds to the CIM discussed in Chapter 2.

Object analysis is the second subphase. It concentrates on identifying the essential classes,
objects, functions, and data necessary to realize the requirements. It is organized around
realizing the set of use cases identified in the microcycle mission. This subphase has source
and object code as well as the PIM as outputs, and by its end, each use case is realized by a set
of unit tested (although not validated) collaborations of software elements. The emphasis on
the object analysis model is realizing the functional requirements, not the QoS or performance
requirements.

The next phase is design. In the Harmony/ESW process, design is all about optimization.
Design is divided into three subphases, differentiated on the basis of scope of concern.
Architectural design identifies and applies design decisions that optimize the system at an
overall level. Mechanistic design optimizes individual collaborations, each of which realizes
a single use case. Detailed design optimizes primitive classes, functions, and variables and



has the smallest scope of concern. Design in the Harmony/ESW process is largely design-
pattern-based and places emphasis on identifying exactly what needs to be optimized,
identifying design patterns and/or technologies that achieve that optimization at an acceptable
cost, applying those design decisions, and verifying the resulting model. The primary outputs
are the optimized design model (also known as the PSM in MDA parlance) and the resulting
source and object code.

Both the analysis and design phases produce code as an output. They also produce white-box
unit-level tests that are applied throughout development. This results in a high-quality model
and code base for subsequent work and possible delivery to the customer.

In parallel with object analysis and design, in the “Prepare for validation” phase the validation
test suite is created and/or updated, the test plans and strategies are detailed, and any test
fixtures (e.g., simulators) needed during the validation test that takes place at the end of the
microcycle are created.

Following the design phase, there is frequently a model review. Model reviews are expensive
and potentially very time-consuming, so many agile authors recommend that they not be
performed. They do, however, provide value, particularly for large projects or systems that
have high reliability and/or safety concerns. To make this review as efficient as possible, we
defer the review until after design (and all associated unit tests) so that the review can focus
on key functionality and not on obvious implementation errors. Sometimes a model review
will also be done between object analysis and design; this can add value as well, especially in
large projects.

Validation is the next phase after the design phase and any subsequent review. Validation
formally tests the system to ensure that it meets the requirements of the system from a black-
box viewpoint. Validation consists of reapplying at least a subset of previous validation tests
(i.e., regression tests) and applying the test vectors that are derived from the requirements and
use cases realized in the current prototype.

In parallel with the primary phases, the “Control project” activity manages the project by
performing quality assurance activities, managing safety and reliability issues (if relevant to
the project), and updating the risk management plan, schedule, and process, as appropriate.

The last activity in the microcycle is the increment review (also known as the party
phase). The party phase is one of the primary points in which the Harmony/ESW process
improves itself based on feedback gathered during the spiral.

In the Harmony/ESW process, the project proceeds incrementally. What that means is that a
validated version of the system is produced during each prototype. This is called “prototype-



based spiral development,” which is discussed in the next section.

4.3. Prototype-Based Spiral Development

All three timescales described in the preceding section are important, but the incremental
microcycle is a central viewpoint from a planning and delivery standpoint. The key work
product at this level is known as the prototype. A prototype, also known as an increment, is
a high-quality version of the system that is fully validated against the requirements that it
implements. The system is constructed incrementally as a series of such prototypes, each
adding more functionality, and each is completed at the end of a microcycle.

A couple of key aspects of the prototype are important to note. First, the prototype is not
something you hack together to test a concept. It contains the actual code that will ship in the
product. Early prototypes are simply less complete than later ones. Each microcycle adds more
features and capabilities to the system. This is mostly a matter of addition to the existing
prototype functionality, but there is also optimization of that functionality and there is a
certain amount of reorganization of that functionality. Optimization takes place in each
microcycle in its design phase, but as the project progresses, there is an increasing emphasis
placed on optimization, as discussed in the preceding section on the macrocycle phases. The
second aspect is the reorganization of existing functionality, commonly known as
refactoring. This is a natural outcome of the incremental development lifecycle. Experience
has shown that if the process is followed, the refactoring tends to be a rather small effort and
not a huge deal, even though developers who haven’t used an incremental lifecycle before find
the prospect intimidating.

Mostly, the prototype functionality grows in microcycle spurts, like growth rings on a tree. For
example, Figure 4.4 shows the incremental evolution of an operating room patient ventilator;
the dashed ovals represent the prototypes, and the small ovals inside are the use cases realized
and validated for that prototype.

Figure 4.4 Incremental prototype elaboration
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In a fully incremental lifecycle such as Harmony/ESW, the process is rather smoother than
that. The growth rings really reflect the formal validation of the prototypes. The actual
functionality of the system grows in (approximately) daily increments through the practice of
continuous integration, as discussed briefly in the previous chapter. With continuous
integration, the developer performs small work items, such as adding an aspect of a product
feature, tests it at the unit level, and then integrates it into the baseline. Once this baseline has
passed a set of tests performed by the configuration manager, these changes are made
available to the development staff as a whole. The integration tests are normally a subset of the
validation tests and are updated as new features are added to the prototype baseline. Formal
validation takes place at scheduled intervals—that is, at the end of each microcycle—to ensure
that the quality of the system is increasing or at least is maintained.

The product is therefore essentially constructed in a series of small subprojects, each of which
results in a validated version of the system with a specified level of functionality. This
functionality is organized by product “feature” or “use case”; that is, each microcycle produces
an intent document, known as the microcycle mission statement, that outlines the goals of the
microcycle. The most important of these are the new features or use cases to be added, but
other goals, such as defects to be fixed, project risks to be reduced, architectural aspects to be
added, and platforms to be supported, are important as well.

The reason for developing the product incrementally is that it is far easier to obtain systems of
high quality—or equivalent quality at a lower cost—by creating high-quality pieces of the
system all the way through. As I said before, the best way not to have defects in a system is
not to put defects in the system. When the product is developed a little bit at a time, and
quality is addressed all the way through, far fewer defects get embedded in the software.



Integration and validation are vastly accelerated because of a greatly reduced need to fix bugs.

In a traditional industrial process, validation comes only at the end of the entire process. The
complete system is in place, but there has been little in the way of validation or testing before
that. In an effort to improve quality, manual desk checking (code inspection) and reviews are
typically done, but in fact, those quality assurance measures are significantly less effective
than running the system and testing what it does against what you expect it to do. The
incremental construction of the system as a set of increasingly capable prototypes emphasizes
execution and testing and performs those activities as early as possible.

For an 18-month project, testing starts as early as the very first day. Validation occurs at the
end of the first microcycle, typically four to six weeks into the project. Testing continues to be
done every day, and formal validation is repeated at the end of each microcycle. In a typical
project, this means that validation is actually performed 12 to 18 times, but each time at a far
lower cost than the single validation of a traditional process. The end result is a higher-quality
system in less time with less effort.

The Harmony/ESW process is captured using UML activity diagrams and can be shown at
different levels of abstraction. The next section will introduce this notation to discuss the
process workflow details.

4.4. Harmony Macrocycle Process View

While most of the action from the developer point of view takes place within the microcycle,
the macrocycle provides a context into which the microcycle fits. Figure 4.5 shows the highest-
level task view for the Harmony/ESW process.® This figure is, of course, a UML activity
diagram. This is the most common way to depict process workflows. The heavy horizontal lines
are forks and joins; the activities executing between them run in parallel with each other, often
with feedback among themselves. Thus the three activities—prespiral planning, defining and
deploying the development environment, and developing stakeholder requirements—are done
in parallel. It doesn’t matter which starts or finishes first. However, the three subsequent
activities—controlling the project, managing change, and the microcycle itself—do not start
until those three tasks are complete.

Figure 4.5 Harmony macrocycle view
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8. The process workflows are captured from the Harmony/ESW content in the Eclipse Process
Framework (EPF) open-source tool. In the EPF, activities are groupings of tasks, and an
iteration is a kind of activity. All the elements on this figure are activities and the microcycle is
an iteration. In the next figure, the elements are tasks contained within the prespiral planning
activity. Tasks are refined by specifying the steps they require or optionally use for completion.
For more information about EPF, or to download it, visit www.eclipse.org/epf. The EPF
Composer is an open-source, lightweight version of the commercial product Rational Method
Composer (RMC). For more information visit

www.ibm.com/developerworks/rational /products/rup/.

A Note about Process Workflow Notation

The diagrams used to depict workflow in this book are created (mostly) in the Eclipse Process Framework
(EPF) Composer (an open-source process capture tool available at www.eclipse.org/epf) or with the more
powerful Rational Method Composer (RMC). The icon for an activity looks like this:

5]

Object Analysis

It represents a workflow containing, usually, multiple tasks. A task uses a different icon:

Lo

Execute Model

A task is a unit of work that is described by a series of steps, is performed by one or more roles, and
(usually) has inputs and outputs.


http://www.eclipse.org/epf
http://www.eclipse.org/epf
http://www.ibm.com/developerworks/rational/products/rup/

Activities and tasks can be sequential (connected by flow arrows) and may lead to operators such as a
branch:

[Else]

[Meeds Refinemeant]

which selects which subsequent task or activity to do, a fork or join:

e
@’ TranIIauon
e

Execute Model

Create Unit Test Plan/Suite

in which case the subsequent activities or tasks are executed in parallel.

Once the microcycle starts up, two parallel activities—“Control project” and “Manage
change”—take place in parallel with it. For the most part, these activities are performed by
different roles from the ones within the microcycle, but they are concurrent in the technical
sense; that is, the tasks and steps within the concurrent activities are sequential within
themselves, but the ordering between the concurrent activities isn’t known or even of much
interest.

I will briefly describe each of these activities next. The microcycle will be discussed in more
detail in the following section.

4.4.1. Prespiral Planning



Prespiral planning takes place before any development work can begin. This activity will be the
subject of the entire next chapter. Nevertheless, you can see in Figure 4.6 the tasks that are
involved. These tasks will be discussed in some detail in the next chapter.

Figure 4.6 Prespiral planning
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4.4.2. Defining and Deploying the Development Environment

Before the microcycle work can begin, the work environment must be defined and established.
This activity won’t be discussed in much detail in this book. The tasks involved include

« Tailoring the process

It is not uncommon for a project to have special needs or intent, requiring small modifications
to the approach. For example, a given project may be safety-critical, requiring additional work
products, tasks, and roles; or it may be done in conjunction with outsourcing, requiring
additional monitoring and management tasks. In this task, the particular nature of the project
is taken into account, and any process customization required is made.

« Installing, configuring, and launching the development tools

Developers use an entire suite of tools that cover the range from word processing to modeling,
compiling, testing, and CM. They must be installed, configured, and initialized so that the
environment is ready when development begins. Launching the development environment
often includes training the developers on the use of the tools.

4.4.3. Developing Stakeholder Requirements



Stakeholder requirements are requirements from the stakeholder point of view. In this case,
the stakeholder point of view combines the customer (the one paying for the system) and the
user. These requirements are usually nontechnical in the sense that they describe or define a
stakeholder need and how the product will satisfy that need in its operational context.
Stakeholder requirements should be stated from a black-box point of view and not specify how
the product will be developed or its internal structure or behavior. The tasks involved in this
activity are shown in Figure 4.7.

Figure 4.7 Developing stakeholder requirements
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Two primary artifacts are created during this activity. The vision is a statement of overall
needs, goals, requirements, and constraints of the system at a high level of abstraction. The
stakeholder requirements are an elaborated version of these elements without getting into the
technical specification of the product (that technical specification is provided by the system
specification).

4.4.4. Controlling the Project

Controlling the project (see Figure 4.8) is an activity done in parallel with the microcycle. It



contains management tasks for tracking and updating the risk management plan, the schedule,
and—if the project is safety-critical—the hazard analysis.” One of the key principles of the
Harmony/ESW process is “Plan, track, adapt.” It is this crucial activity that performs this vital
project function.

Figure 4.8 Controlling the project
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9. The hazard analysis is a key document for safety-critical systems. This work product, its
creation, and its management will be discussed in more detail in the next two chapters.

4.4.5. Change Management

This activity captures the project necessity to create and manage change requests. It includes
the creation and review of the change request as well as its assignment, resolution, and
verification, as shown in Figure 4.9. The change management activity not only handles defects,
but also manages other changes due to evolving scope, misunderstood requirements, and so

on.

Figure 4.9 Change management
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4.5. Harmony Spiral in Depth

Figure 4.3 shows the basic flow of the spiral process. Figure 4.10 presents it a bit more
formally, showing the activities that are sequential and those that are concurrent. The
Harmony/ESW spiral has three primary phases—analysis (comprising prototype definition and
object analysis), design (containing architectural, mechanistic, and detailed design), and
validation—plus a few other support activities. This section will discuss the roles, work
products, tasks, and workflows for each. The Harmony/ESW process differs from a traditional
process in a number of ways. For example, Harmony/ESW is incremental, so that analysis,
design, and other work are applied repeatedly to add functionality over time. In contrast, in a
traditional process all of the analysis for the entire project is done before any design begins.
Perhaps an even more striking difference is the absence of a phase devoted to writing code. A
traditional process has an analysis phase followed by a design phase during which no code is
written. Following design, an implementation phase contains all the code-writing and unit test
activities of the developers. The Harmony/ESW process doesn’t need such a phase because
code is being written and unit-tested throughout the analysis and design phases.

Figure 4.10 Harmony microcycle (formal)
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The absence of a traditional coding phase may seem odd, but it is a natural consequence of the
agility of the Harmony/ESW process. Very early on in the process, models are developed in
analysis; we know about the quality of these models only when they are executed. As a result
of this execution, we generate the actual (if early) code for the system in parallel with the
models. Usually, this code is generated automatically from the models, but even if the



developer is using a very lightweight modeling tool, it is crucial that he or she be able to assess
the model’s quality, and this is possible only through execution. In addition, either
immediately preceding the modeling or simultaneously with it, unit tests are created and
modeled (or coded) as well to ensure that the model is doing the right thing at the right time.
Later in design, the models are optimized against the weighted set of design criteria. Just as
before in the analysis phase, it is crucial that the quality of the design be assessed through
model execution and unit testing, resulting in the source code. The model (and code) baseline
is continuously updated to include unit- and integration-tested elements, resulting in an
updated baseline at least once per day on average. As a result, there is no need for a
traditional coding phase; by the time the developer gets to the point where it would be done,
the code is already there.

While many agile adherents discourage the use of reviews, I have found that performing a
model review can have a number of benefits. It is not strictly required, but it improves
understanding of the architecture and how the collaborations work within the architecture, and
it can identify subtle problem-domain defects not otherwise identified through unit and
integration testing.

The increment review has great value to the project and is strongly recommended. The
increment review is short—typically half a day to a day in length—and is the key for process
improvement. It is the point in the spiral where issues with the architecture, project risks,
schedule accuracy, and project execution are evaluated and addressed.

4.5.1. Continuous Integration

Continuous integration is performed in parallel with development activities. In practice, this
means that each developer will test the software and submit changes on a daily or more
frequent basis. The configuration manager will perform integration tests (a subset of the
validation tests) and, if everything works, update the current baseline for all developers to use.
In addition, the integration manager manages the set of integration tests, adding more as new
capabilities are added to the system, as well as any necessary integration test fixtures. This
workflow is shown in Figure 4.11.

Figure 4.11 Continuous integration workflow
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4.5.2. Analysis

The analysis phase of the microcycle is intended to identify the properties and characteristics
of the system that are essential. By the term essential we mean that any acceptable product
release has these properties. If the properties are free to vary—such as using a CAN bus
instead of Ethernet, or VxWorks instead of the Integrity operating system—then they do not
belong in the analysis model.

For example, a patient-monitoring system probably would identify a model such as the one
shown in Figure 4.12. The classes Pat i ent , Hear t Rat e, PVC (preventricular contraction count),

Bl oodPr essure, @Concentrat i on, and so forth are essential for any such system. However, the
technology used for communication protocols, distribution middleware such as CORBA or
DDS, the operating system, and even the concurrency scheduling such as cyclic executive or
multitasking preemption are all inessential. Different choices could be made without changing
the functionality of the system. Technologies and design decisions are related to optimality and
therefore are relegated to design, not analysis.

Figure 4.12 Patient monitor analysis model
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Harmony has two subphases within analysis. The first, prototype definition, concerns itself
with identifying the tasks to be performed within the current microcycle. This includes, most
importantly, definition of the requirements and their mapping to product use cases, but there
are other concerns as well, such as the project risks to be reduced, identified defects to be
repaired, and so on. In MDA terms, this activity focuses on the CIM.

The second subphase is object analysis. This phase focuses on identifying the essential
model elements for the use cases being realized within the current microcycle. This object
analysis model is known as the PIM in the MDA standard. The set of elements realizing a use
case is called a collaboration. The analysis model must execute and be (functionally) unit-
tested during its development—a key notion of the agile approach—and is done in what
Harmony/ESW refers to as the nanocycle.

Prototype Definition

Prototype definition is all about specifying the work in the current microcycle. The work goals
of the microcycle are summarized in the microcycle mission statement. The primary goal of the
microcycle is to identify

« The use cases or features to be realized and validated in the next prototype
« The existing defects to be repaired
« The identified risks to be mitigated

« The architectural intent of the prototype to be realized



« The target platforms to be supported

The work items list contains the backlog of work to do. Most of this work is organized around
realizing the use cases, but the other goals are also represented. Elements from the work items
list are selected for work within the current microcycle to realize its goals.

At the start of prototype definition, the use cases are named and given a one-paragraph
description, (or imported from the Stakeholder Requirements, if available) but the detailed
system requirements are not specified. They will be specified and traced to the included use
cases. The use cases are detailed with sequence diagrams, activity diagrams, state machines,
and constraints.

Figure 4.13 shows the basic workflow for defining the prototype. The detailed steps of the tasks
and the work products used, created, and modified will be discussed in more detail in Chapter
6.

Figure 4.13 Prototype definition workflow
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Object analysis (Figure 4.14) identifies the essential classes, types, and relations and specifies
their essential behavior. Object analysis is done on a per-use-case (or per-feature) basis. At the
end of this subphase, each use case will be realized by an analysis collaboration that meets all
of the functional requirements of that use case. In a small project, the use cases will be realized



sequentially, whereas a larger project will work on multiple use cases simultaneously, one per
team.

Figure 4.14 Object analysis workflow
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The analysis work proceeds incrementally with frequent submissions to the configuration
manager to update the project baseline. This requires continuous execution and testing of the
evolving collaboration. To this end, the developer creates and applies unit tests in parallel with
the addition and refinement of classes and other model elements. The task of making the
change set available consists of submitting the changes to the configuration manager for
integration and test. If these tests are passed, then the submitted changes become part of the

new baseline available to all developers. Object analysis will be discussed in detail in Chapter
6.



4.5.3. Design

Design is all about optimization in the Harmony/ESW process. This means that we are going
to focus on issues such as delivered qualities of service (e.g., worst-case performance,
throughput, bandwidth, reliability, and safety) and other product design criteria such as
maintainability, manufacturability, reusability, and time to market. We do this at three levels
of abstraction: architectural, mechanistic, and detailed. All levels of design use a similar
workflow:

1. Identify the design criteria of importance.
2. Rank them according to criticality.

3. Select design patterns and technologies that optimize the most important ones at the
expense of the least important.

4. Apply the design decisions.

5. Validate that the design doesn’t break existing functionality and that it achieves the desired
optimizations.

As with object analysis, design continuously translates the models into code and performs
informal debugging and more formal unit testing on the system. Design is discussed in detail
in Chapter 7, “Agile Design.”

Architectural Design

Architectural design optimizes the system at an overall level by selecting architectural design
patterns and technologies. Harmony/ESW identifies five primary views of architecture as well
as a number of secondary views. These views—along with the secondary views—are clearly
visible in Figure 4.15. The primary views are

« Subsystem and component architecture
« Distribution architecture
« Safety and reliability architecture

« Concurrency architecture



« Deployment architecture

Figure 4.15 Architectural design workflow
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It is important to note that not all these architectural concerns are addressed in every
prototype, but they will be by the time the product is ready for release.

The patterns used for architectural design are large-scale, such as those in my book Real-Time
Design Patterns or Buschmann et al.’s Pattern-Oriented Architecture, vol. 1, A System of
Patterns.

Mechanistic Design

Mechanistic design optimizes the system at the collaboration level. Each use case is realized by
a single collaboration of elements, possibly spread across multiple subsystems. Mechanistic
design optimizes that collaboration and has limited or no effect on other collaborations within
the system. The workflow shown in Figure 4.16 is repeated within the microcycle for each use
case being realized. Small projects may do this sequentially; large groups will have teams do
this concurrently.

Figure 4.16 Mechanistic design workflow
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Detailed Design

Detailed design is the lowest-scale design in the Harmony/ESW process. It focuses on
optimizing individual classes, functions, and data structures. Normally, only a small
percentage of the elements of a model require special attention; this may be because the
element is part of a high-bandwidth path, it has extraordinarily high reliability or safety
standards, or it is unusually complex. The workflow shown in Figure 4.17 is repeated for all

such “special needs” classes.

Figure 4.17 Detailed design workflow
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4.5.4. Prepare for Validation

Once the use cases for the current prototype are detailed and the system requirements
identified in the prototype definition phase, preparations for validation can begin. This activity
runs in parallel with object analysis and the design phases of the microcycle.

For the most part, the use case state machines and scenarios derived from those state
machines become the functional test cases for the prototype validation. There are normally
other test cases for performance, and QoS, safety, reliability, usability, and robustness tests are
added as well. Those tests are specified during preparation for validation. In addition, any
necessary test fixtures, simulators, and test documentation are created. The goal is to be ready
for a formal validation test by the end of the design phase.

Figure 4.18 shows the simple workflow for this activity, which will be elaborated in Chapter 8,
“Agile Testing.”



Figure 4.18 Prepare for validation workflow
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4.5.5. Model Review

The problem with reviews—and the reason that many agile methods folks discourage their use
—is that they are expensive and often don’t add significant value. Although optional, model
reviews can add value, but only if they are performed on models at the right level of maturity
and if they are performed in the right way.

The Harmony/ESW process bases its model review approach on Fagan inspections.'® The
inspection technique was identified as a way to get early quality in lieu of testing. Since the
Harmony/ESW process performs continuous testing and integration, it is arguably of less
value than in processes that push all testing and integration to the end of the project.
Nevertheless, inspections can disseminate information about the structure, behavior, and
functionality of software elements to a larger audience than its developers and can identify
concerns with problem-domain semantics in the model.

10. See Michael Fagan, “Design and Code Inspections to Reduce Errors in Program
Development,” IBM Systems Journal 15, no. 3 (1976), 182—211, available at
www.research.ibm.com/journal/sj/153/ibmsj1503C.pdf.

The key requirement for model reviews to take place is that the model is already of high
quality prior to a review. This means that the model under review has been unit-tested.
Remember that you've got 6 to 20 people in a room, each costing over $100/hr in overhead,


http://www.research.ibm.com/journal/sj/153/ibmsj1503C.pdf

so it is hugely expensive to identify obvious coding errors and mistakes in a review. It is far
more cost-effective for the developers to find those problems themselves during the
translation and unit testing. In a similar vein, the model review is run in a particular fashion,
specifically deferring resolution of identified issues to outside the meeting. So we want not to
find issues such as “That line of code is missing a semicolon—that won’t even compile!” during
the review, but we do want to find issues such as “In that mode, the safety standard requires
that the control rods be fully embedded in the nuclear reactor core.”

Model reviews are discussed in Chapter 9, “Agile Process Optimization,” along with iterative
project reviews.

4.5.6. Validation

Validation is a formal procedure meant to ensure that the product meets its requirements. In
the Harmony/ESW process, it applies the test vectors specified in the “Prepare for validation”
activity to the prototype; by this time all of the use cases in the microcycle mission statement
have been realized, some defects from previous iterations have been fixed, and some number
of risks have been reduced. The basic workflow is shown in Figure 4.19. Validation is discussed
in some detail in Chapter 8.

Figure 4.19 Validation workflow
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4.5.7. Increment Review (Party Phase)

The increment review (it’s a party not a postmortem!) examines the project progress,
compares it to expectations, and looks at changes and new risks. The purpose is to make
frequent course corrections to keep the project on track, and it is one of the primary ways in
which the Harmony/ESW process realizes the principle of dynamic planning. This task solicits
feedback from the developers and project contributors and then looks to see how it can make
the process work better. The primary areas of focus are

« Process efficiency

« Prototype quality

« Schedule

« Risk mitigation

« Architecture scalability

This activity is the primary topic of Chapter 9.



4.6. What about Systems Engineering?

Systems engineering is not a part of Harmony/ESW per se. A slightly different development
process within the Harmony family takes Harmony/SE and combines it with Harmony/ESW
to form a complete Harmony process that includes both. This process has a hybrid-V-cycle
lifecycle (see Figure 4.20) in which systems engineering precedes software and hardware
development, but once the handoff from systems engineering takes place, software (and
hardware) are developed incrementally. In fact, the software microcycle is almost identical to
the Harmony/ESW microcycle. There are a few minor changes in the prototype definition
subphase of the analysis phase of the Harmony/ESW microcycle to account for the fact that
systems engineering has already defined the use case model and made hardware-software
decomposition decisions. Beyond that, the microcycle is identical to its description above.

Figure 4.20 Hybrid-V spiral
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The hybrid-V lifecycle is appropriate when there is significant hardware/software
codevelopment. If the hardware already exists or is well understood, the full spiral lifecycle,
the focus of this book, is more optimal.



4.7. What about CMMI?

CMMI stands for Capability Maturity Model Integration and is a standard owned by the
Software Engineering Institute (see www.sei.cmu.edu/cmmi). It is a process improvement
approach to provide development organizations with the essentials of effective development
processes. The fundamental premise of CMMI is that the quality of systems is strongly
influenced by the process used to develop them. The benefit of using CMMI is that processes
can be improved to result in more cost-effective and higher-quality systems.

There is a great deal of confusion about CMMI in the software development industry. It is
either idolized or demonized, depending on the group speaking. But really, all CMMI does is
describe the characteristics of an effective process. CMMI is not a process itself. The CMMI
product suite is a collection of process models,** training materials, and methods of process
appraisal generated from the CMMI framework.

11. In this context, a process model is a structured collection of practices.

CMMI has different models for development, acquisition, and supplier management. The part
that pertains to development is called CMMI-DEV. Results posted on the CMMI Web site
claim 34% median improvement in cost and 50% median improvement in schedule with data
from 30 different organizations.

CMMI classifies the process maturity of development organizations into five levels:

1. Initial—Processes are ad hoc and chaotic. Projects do not have a stable development
environment, and success often depends upon heroic efforts or personnel rather than on
proven approaches and methods.

2. Managed—Projects are planned and executed in accordance with those plans. Projects have
properly skilled people with enough resources to achieve their product goals.

3. Defined—Processes are well characterized and understood and are specified in standards,
procedures, tools, and methods. Processes are tailored to specific project needs and are more
rigorously defined than in level 2.

4. Quantitatively managed—Companies and projects have quantitative objectives specified for
quality and process performance and use this data to facilitate process management. Often this
quantitative data is statistically analyzed, and this adds a level of predictability beyond what is

found in level-3-compliant companies.

5. Optimizing—The organization continuously improves its processes by applying the results of


http://www.sei.cmu.edu/cmmi

quantitative measurement to incremental and continuous evolution.

CMMI focuses on ensuring that the development organization does what it claims it does in
terms of processes; hence the emphasis on appraisals. In some circles, CMMI has a bad name,
but I believe that is because people not involved in development have defined processes that
are extremely heavyweight and then used CMMI methods to ensure compliance. The problem
is the first part—the definition of expensive, paper-driven processes—not with the compliance
to CMMI. CMMI is not anti-agile, although many implementations might lead you to that
conclusion. CMMI is about doing what you say and improving processes.

For example, the Team Software Process (TSP), championed by Watts Humphrey, incorporates
most of what’s needed for CMMI level-5 compliance. It has been used by the Naval Air
Systems Command (NAVAIR) AV-8B Joint System Support Activity to accelerate the climb to
CMMI level-4 compliance to 60% faster than typical.*® In another example, Intel’s IT
department streamlined its CMMI processes to be 70% shorter.*® Also, Science Applications
International Corporation (SAIC) combined Scrum (an agile-based process) and CMMI to

achieve and sustain CMMI level-3 compliance.**

12. www.stsc.hill.af.mil/crosstalk/2004/01/0401Pracchia.html.

13. “Why Do I Need All That Process? I'm Only a Small Project,” CrossTalk: The Journal of
Defense Software Engineering (February 2008).

14. Liz Barnett, “Adopting Development Processes,” Forrester Research (March 25, 2004),
www.forrester.com/Research/Document/Excerpt/0,7211,34039,00.html.

CMMI provides feedback as to how to improve processes. As Kent Beck says, “In software
development, optimism is a disease; feedback is the cure.” The Harmony/ESW process can be
implemented at different levels of CMMI maturity. It incorporates the key features for level-5
compliance, if desired. For a detailed mapping of the Harmony/ESW elements to CMMI, see
Appendix B, “Harmony/ESW and CMMI: Achieving Compliance.”

4.8. Combining Agile, MDA, and Harmony

It should be noted that while Harmony/ESW is certainly agile, it goes beyond agile methods.
That is because agile methods are not a process by themselves but are a cohesive set of
strategies used to realize a process. The three timescales of the Harmony process shown in
Figure 4.2 cover the entire development lifecycle for a project, whereas agile methods are
almost entirely focused on the nanocycle level. Harmony/ESW provides guidance at all three
timescale levels.
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Beyond agility, modeling in general, and UML in particular, has proven to be enormously
beneficial not only in the specification and design of systems but also in maintaining and
reusing the intellectual property codified in those models. MDA is the OMG standard
providing guidance on the development of models that facilitate interoperability of
heterogeneous systems and that are reusable in a variety of different execution contexts.

Harmony also specifies how to perform systems engineering and provides detailed guidance on
how to organize and structure model-based handoffs of system specifications to software
development.

Harmony, well, harmonizes the different technologies and approaches into a cohesive
development process.

4.9. Coming Up

This chapter provided an overview of the Harmony/ESW process. Harmony/ESW is applicable
to general software and system development but really focuses on the needs and concerns of
real-time and embedded projects; that is, it provides especially strong guidance on modeling
and managing processing efficiency, qualities of service, device-driver-level components,
embedded architectures, safety, and reliability. The Harmony/ESW process provides guidance
at three timescales. The macrocycle concerns itself with key project milestones and the
organization of the iterations (microcycles). The microcycle focuses on the realization of a
small set of functionality and incrementally creates validated versions of the evolving system.
The microcycle is divided into analysis, design, review, test, and party phases. The analysis
activity identifies, models, and generates source code for the essential functionality of the
system. The design phase optimizes the functional model against the weighted set of design
criteria, at three levels of abstraction: architectural, mechanistic, and detailed. The model
review task reviews the work products. Testing formally validates the system against the
mission statement of the microcycle. The increment review (“party”) examines the project’s
progress against the plan and identifies process and environmental areas to be improved. The
third timescale, the nanocycle, focuses on the hourly or daily tasks performed by the
developers.

This concludes the introductory section of the book. The next few chapters detail the process
tasks, roles, and work products based on the Harmony/ESW principles and practices. Chapter
5 focuses on project initiation. This includes specifying the product vision, key stakeholder
requirements, and setting up the development environment. Chapter 6 drills down into
analysis, which includes system requirements and use cases—referred to in the MDA as the



CIM—and also creates collaborations of software elements that realize the functionality
specified by those requirements. Chapter 7 discusses how the analysis models can be optimized
in different ways and at different levels of abstraction to produce highly efficient real-time and
embedded designs. Chapter 8 discusses the Harmony/ESW approach to testing, including
unit-level (something referred to in earlier chapters) but also integration and validation. The
last chapter, Chapter 9, talks about process improvement and how the Harmony/ESW process
achieves this through the use of periodic process reviews and model reviews. For interested
readers, Appendix B provides mapping from CMMI to the Harmony/ESW process.



Chapter 5
Project Initiation

What needs to be done before you start banging out the software implementation? In the
Harmony/ESW process, an activity known as project initiation specifies the workflows and
work products that precede actual software development. Project initiation precedes system
requirements analysis because detailing those requirements is a part of the project, although it
includes developing the product vision and the stakeholder requirements. The primary
concerns of project initiation include:

« Prespiral planning (see Figure 5.1)
° Creating the schedule

° Creating the team structure

° Planning for reuse

° Planning for risk reduction

° Specifying the logical architecture

° Performing an initial safety and reliability analysis (for safety-critical or high-reliability
projects)

Figure 5.1 Prespiral planning
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« Developing the stakeholder requirements (see Figure 5.8)

° Defining the product vision

° Finding and outlining stakeholder requirements

° Detailing the stakeholder requirements

° Reviewing stakeholder requirements

« Defining and deploying the development environment (see Figure 5.11)

° Tailoring the process to the needs of the project as summarized in the software development
plan or its equivalent

° Installing and configuring development tools, including compilers, debuggers, editors,
emulators, and modeling tools

° Installing and configuring the CM environment

In addition, this chapter will discuss the philosophy and techniques for continuous
configuration management.

5.1. What Do You Need to Get Started? The Baby Bear Plan

It’s not true that agile developers don’t plan. Agile developers do plan—they just don’t entirely
believe their plans. Project initiation is about three primary things: setting up the development
team along with the development environment, understanding what the customer needs, and
planning the project.

Setting up the development team and its environment is clear enough. The team members
must be selected, organized, and tasked. They must be given the set of tools necessary for them
to individually perform their work tasks as well as for them to collaborate with their
teammates to achieve the overall project goals. This will be discussed in some detail later in
the chapter.

The customer needs are specified in the stakeholder requirements. As we will see later in this
chapter, this consists of a high-level product vision and somewhat more detailed stakeholder
requirements. The stakeholder requirements capture the needs of the customer entirely from
the customer’s point of view and not at all in terms of the system development technology. The



requirements levied on the system in terms of the technology are called the system
requirements, a topic that will be discussed in the next chapter.

The project plans will be reviewed and updated throughout the project; in some cases more
detail will be added, and in other cases a plan that has proven inadequate will be redeveloped.
Despite the fact that plans change—for all the reasons I've outlined in the earlier chapters—
plans still provide focus, direction, and priority for the people doing the development work.
Developers need plans so that they are collectively working toward a common goal, but these
plans will change, in at least minor ways. Thus, developers need enough planning to give them
adequate direction, focus, and priority, but not so much planning that they waste time
detailing plans beyond the fidelity of their available information.

Agile planning is much like the story of Goldilocks and the Three Bears. Planning in a
traditional industrial process fully defines all potential contingencies, resulting in huge
monolithic and often impenetrably unreadable documents. These are the “Papa Bear” plans.
Projects that try to avoid planning altogether lack cohesion. How do the developers know what
tasks they should perform and what work products are needed? Planless (or nearly so) projects
have the “Momma Bear” plans—too light, not enough support. Good plans are an optimization
of the opposing forces describing the job at hand (what needs to be done, who shall do it,
when it needs to be done), what is known, and the work necessary to produce the plans. Plans
that are complete enough and lightweight enough are the “Baby Bear” plans—they’re just
right.

The previous chapter discussed the overall workflows for the Harmony/ESW process. Figure
4.5 shows the highest-level overview of the process. Three activities are performed before
software development begins: prespiral planning, developing stakeholder requirements, and
defining and deploying the development environment. Initial planning takes place in the
prespiral planning activity, discussed in the next section. This activity develops the initial
schedule, risk management plan, team organization, model structure, and so on to enable
downstream development.

5.2. Prespiral Planning

Figure 5.1 graphically shows the activities commonly performed as a part of the prespiral
planning activity. The fact that these are shown as executing in parallel implies three things:

« Parallel activities may be done by different people.

« Parallel activities may be done in any order with respect to each other.



- In some cases, parallel activities need not be performed.

First, the activities may be done by different people. After all, the skill sets for creating a good
schedule are different from those needed to plan for risk reduction or to perform the initial
safety and reliability analysis. Second, the order in which these tasks are performed isn’t really
important. In fact, some of these tasks must be done concurrently because they share
information. For example, a risk management plan identifies some work tasks to reduce risks
that must show up in the schedule; thus, the scheduling task and the risk reduction planning
task must interoperate and share information. Last, not all of the tasks need to be performed
at all. For example, the initial safety and reliability analysis is really relevant only for safety-
critical and high-reliability product development. Similarly, not every project or company
wants to pay to create reusable assets. Projects that are highly familiar and introduce no
significant risks may eschew the creation of a risk management plan.

The tasks in the prespiral planning activity include:

« Creating the schedule

« Creating the team structure

« Planning for reuse

« Planning for risk reduction

« Specifying the logical architecture (project structure)
« Performing the initial safety and reliability analysis

Each of these topics will be discussed in turn.

5.2.1. Creating the Schedule

Creating a schedule is always an exercise in estimating stuff you don’t know, and this is
especially true in software development. Nevertheless, a schedule adds important information
and is as necessary for business planning and decision making as it is for project management.
A schedule is a sequence of work tasks, loaded with resources (people), resulting in usable
work products, and is quantified with time, duration, and effort metadata. It is the central
document for project management because it coordinates the people, tasks, and work products
with dates and costs (effort). It can be used to determine whether or not the business should
even undertake the project. A study a few years ago found that over 30% of all software



projects are abandoned prior to delivery. I believe that many of them were abandoned when
(or usually well after) it became apparent that it wasn’t justifiable to complete the project
based on expected return. Of course, for those projects, it is even better to scuttle the project
before significant work has been done, but to do that requires an accurate schedule.

That being said, one of the problems with scheduling is that many managers assume infinite
fidelity of information and infinite scalability of the work tasks. They don’t bat an eye when the
scheduling tool announces, down to the minute, when a five-year project will be complete. It
doesn’t seem odd to them that if I take a one-person-year project and assign 16,000 people to
it I come up with a delivery date of one minute from now. Sadly, it seems that common sense
isn’t really all that common.

The Harmony/ESW process has two related workflows:

« Bruce’s Evaluation and Review Technique (BERT) constructs a schedule from estimates in a
particular way.

« The Effect Review for Nanocycle Iteration Estimation (ERNIE) tracks estimates against
actuals and provides feedback to improve the schedule and estimation accuracy.

Tracking and controlling the project are dealt with in detail in Chapter 9, “Agile Process
Optimization,” but I will discuss the scheduling aspects in this section.

Before we can construct a schedule, we’ve got to have some idea of what product is being built,
what its primary features are, and what resources we can bring to bear during the project. The
initial schedule must take into account the product vision, stakeholder requirements, and
identified risks and RMAs. The basic steps involved in scheduling are

1. Identifying the desired functionality

2. Identifying the key risks and RMAs

3. Planning the set of microcycles and resulting prototypes
4. Evaluating the schedule

5. Reworking the schedule until it is acceptable

Later refinement of schedules, done in conjunction with detailing the system requirements,
will detail the plans within each microcycle iteration. However, we don’t have enough
information in prespiral planning to have any realistic chance of doing a good job of that, so
the detail will be added later. But before we talk about constructing the schedule, let’s talk



about how to construct estimates.

Bruce’s Evaluation and Review Technique (BERT)

Software developers are notorious for their inability to estimate how long their work will take.
Really. There are lots of reasons for this (see Chapter 1, “Introduction to Agile and Real-Time
Concepts”), but despite the difficulties, there are real benefits from accurate estimates and
schedules. BERT is the approach that I've developed to provide me with accurate estimates
from which I can construct reasonable schedules.

Schedules are sequences of work tasks, called work items (formerly known as estimable
work units, or EWUs, but that’s too hard to pronounce). Ideally, these are small—one to a
few days in length—although for early schedules they tend to be much larger. The most
important single estimated value is the “50th-percentile estimate,” abbreviated as E5y. This is
the amount of effort the task is estimated to require 50% of the time; that is, half of the time
the developer will finish early, and half of the time the developer will finish late. The central
limit theorem of statistics shows that a schedule composed of Ez9 estimates will end up on
time overall.

However, that’s not the only value you need. You also need a measure of the degree of
certainty inherent in the measure. For this reason, I also ask my engineers to provide me with
the pessimistic estimate that they will able to meet 80% of the time (Egy9) and the optimistic
estimate that they will be able to meet only 20% of the time (E,y9). The difference between
these latter two estimates is a measure of the perceived degree of certainty of E .

Not all engineers are equally accurate in their estimations. We also need a measure of the
accuracy of the estimator. Over time, this value can be computed by comparing E;,9 against
the actual effort required for a set of estimates. The estimator accuracy is called the estimator
confidence factor (E;). Ideal estimators will have an E. value of 1.0. Engineers who estimate
consistently too low will have an E. greater (often significantly greater) than 1.0. Some
managers achieve similar (but less accurate) results by multiplying all estimates by a “fudge
factor” of 2 or 3. Others go to the next level of unit (two hours is changed to two days, three
days becomes three weeks, and so on). I prefer to use the demonstrated historical accuracy of
each estimator. The construction of the E. is discussed along with the ERNIE process, later in
this chapter.

Once these values have been quantified, we can construct the most accurate estimate to be
used in the primary schedule (E seq):*

1. Remember the mantra “Math is my friend. Math is my friend...”



Equation 5.1 Constructing the used estimate
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Astute (and mathematically inclined) readers will note that the quotient is simply a linear
approximation to a Gaussian distribution curve. This computed estimate takes into account
the mean value, the shape of the distribution, and the historical accuracy and bias of the
estimator.

Interestingly, this works out to be mathematically equivalent to the approach suggested by
Tom DeMarco and Timothy Lister.? They argue that estimates are usually composed of E yo,—
that is, a minimal value that can never actually be achieved—and they provide guidance on
adding realism to such estimates.

2. Tom DeMarco and Timothy Lister, Waltzing with Bears: Managing Risk on Software
Projects (New York: Dorset House Publishing, 2003).

For early schedules, the BERT method is applied at the use case level, where the use cases are
identified from the stakeholder requirements. These are, of course, much larger than one or
two days in length, but not as large as you might think. Remember from the previous chapter
that a single microcycle normally implements anywhere from two to seven (an average of three
for a 10-person team) use cases within a four- to six-week period. That includes detailed
system requirements specification, construction of the analysis model, optimization during
design, and validation. Since an average team includes fewer than 10 people, the scope for a
typical use case is then about 10 person-weeks per use case. Use cases obviously larger than
this can be decomposed into “part” use cases of this scale with the «i ncl ude» dependency. For
example, on one project, the project team decomposed the use case Track Tactical Objects

into four use cases, each done in a subsequent microcycle.

In later, more detailed scheduling, we want to use smaller work items, such as individual
sequence diagrams or parts thereof. However, in the full spiral Harmony microcycle, the
system requirements are not detailed until the iteration in which those requirements are
realized, so the detailed planning must wait until we have more information.

Story Points

An interesting, if qualitative, approach is suggested by Mike Cohn.® He recommends the
assignment of arbitrary unit “story points” to the estimate of work items. His statement is that
it doesn’t matter how the points map to hours or days as long as they are consistent among all



the estimated items; that is, a 10-point work item should take twice as long as a different, 5-
point work item. While that has some merit, ultimately we need to assign real resources to the
job and real budgets to the project, so the point-to-time mapping must eventually be made.

3. Mike Cohn, Agile Estimation and Planning (Upper Saddle River, NJ: Prentice Hall, 2005).

The advantage of story points is that they model effort in relative terms. This makes them
useful for estimating the effort of one use case or feature with respect to another. It is also an
easy way to track progress as story points per unit time. This is known as project velocity.
This approach has proven useful in IT environments where there is no “delivered system” that
is packaged and handed off to manufacturing; instead, the IT infrastructure is updated in an
incremental way.

The disadvantage of story points is that they model effort in relative terms. In most real-time
and embedded projects, time and cost estimates must be constructed for management to make
intelligent decisions about starting or bidding on a project. These projects ultimately deliver a
system to manufacturing or to a customer at a (planned) point of time for a (planned) cost. To
make good business decisions, absolute measures are required.

Use Case Points

Use case points are a size x complexity estimator, similar to the COCOMO technique
championed by Barry Boehm.* In both approaches project effort is estimated by guessing the
size and complexity of the overall project. My experience is that a good estimator can do a
better job than COCOMO, but some people swear by it. The primary use to which I put such
estimation techniques is as a secondary check of the schedule length I come up with via the
BERT method. The use case points method is similar to COCOMO but formulates the problem
in terms of use cases.

4. Barry Boehm et al., Software Cost Estimation with COCOMO Il (Upper Saddle River, NJ:
Prentice Hall, 2000).

The steps involved in applying use case points are the following:

1. Determine the number and complexity of each actor (environmental object).
2. Determine the number and complexity of each use case.

3. Adjust for technical and project complexity factors.

4. Adjust for environmental complexity factors.



5. Compute adjusted use case points.

6. Apply project- or company-specific scaling factors to computed predicted hours.

Step 1: Determine the Number and Complexity of Each Actor (Environmental
Object)

An actor is an object outside the scope of the system being built that interacts with it in
important ways. This step determines the unadjusted actor weight—the sum of complexity
weights of the actors. Typically, actor complexity is a value in the range of 1 to 3:

« Simple (value = 1)—used for simple message exchange with the system, such as a human
actor pushing a button or a memory-mapped actuator interface being set to a value

« Moderate (value = 2)—used for simple or predefined and purchased communication
protocols, such as if you construct a simple serial data link protocol or purchase a commercial
TCP/IP stack

« Complex (value = 3)—used for complex interactions such as when you must construct a GUI
or use middleware such as CORBA or DDS

Equation 5.2 shows the computation of the actor weight for j actors.

Equation 5.2 Unadjusted actor weight

ActorWeight agusied = >, ActorComplexity,
-

Step 2: Determine the Number and Complexity of Each Use Case

Step 2 computes the weight of each use case against a measure of the complexity of the use
case. This is also typically divided into three levels of complexity:®

5. The actual method uses extremely tiny use cases instead of more reasonably sized ones. The
complexity factors are computed with 1 to 5 messages for simple complexity, 6 to 10 for
moderate, and more than 10 for complex. Since these are unreasonably tiny, I've upped the



ante by using similar values but referring to scenarios instead of messages to compensate. This
is my experience based on the use of agile model-based development, which improves the
developers’ efficiency significantly.

« Simple (value = 5)—used when the use case is captured in 1 to 5 scenarios, each of a short
(fewer than 10 messages) length

« Moderate (value = 10)—used when the use case is captured in 6 to 15 scenarios, each of
which is moderate (10 to 20 messages) in length

« Complex (value = 15)—used when the use case is captured in more than 20 scenarios of
moderate or greater length, or when sequence diagram decomposition is required

Of course, more divisions may be used if necessary. Equation 5.3 shows the computation for k

use cases.

Equation 5.3 Unadjusted use case weight

UseCase Weight,udiusied = O, UseCaseComplexity,,
k

The unadjusted use case points are then computed by adding the actor weights to the use case
weights, as shown in Equation 5.4.

Equation 5.4 Unadjusted use case points

UCP unadjusted = Aﬁf{??'we‘fgb t:.um.-.l’j:.-smzf + USECSTSE‘T*‘:‘FFEE;? fnm.l.:fjn;ud

The unadjusted use case points are a measure of the size of the project. Now we have to adjust
for its complexity. We do so for both environmental factors and for technical factors. In both
cases, we assess the project against the degree to which the complexity factor is true and
multiply that value by a measure of how much work that factor entails (its “pain-in-the-butt”
value).

Step 3: Adjust for Technical and Project Complexity Factors

There are a number of technical factors, as shown in Table 5.1. The technical adjustment factor



is the sum of the products of the technical factor weights and the degree to which those factors

appear, as shown in Equation 5.5.

Table 5.1 Technical Adjustment Factors

Assigned

Technical Factor Weight Degree (-3 Adjusted Factor
Distributed system 2 x 2x
Real-time/performance-critical 1 x x
End user efficiency 1 x x
Complex internal process 1 x
Reusability of codefmodel 1 x x
Ease of use required 0.5 x %
Ease of installation 0.5 x %
Poreability 1 x x
Ease of maintenance 1 x x
Concurrency I x x
Security issues 1 x x
Direct access for third parties 1 x x
Special user training requirements 1 x

Equation 5.5 Technical factor

Tirctor = ETWeigbrm X TDegree,,
b

The actual adjustment is then computed with an equation constructed by performing a linear
regression of the actual effects found by observing real projects, as shown in Equation 5.6.

Equation 5.6 Computed technical complexity

CﬂP?Ipfﬂxllf}’,mamm,( = 0.1 X T,r}mnr + 0.6

Step 4: Adjust for Environmental Complexity Factors



The other complexity factor requiring attention is the complexity of the environment. Table 5.2
shows the weighting for the environmental factors.

Table 5.2 Environmental Complexity

Environmental Factor Weight  Assigned Degree (0-5)  Adjusted Factor
Familiarity with project model 1.5 X 1.5x

: : x
Domain experience 0.5 x 3
LML experience 1 x x
Lead analyst capability 0.5 x %
Monvanon 1 x x
Stable requirements 2 x 2x
Part-time staff 1 x x
Difficule programming language 1 X x

The environmental factor and associated environmental complexity are calculated in a similar
fashion to the technical complexity. The environmental factor, like the technical factor, is
merely the sum of the products of the severity of the factor and the degree to which it is true,
as shown in Equation 5.7.

Equation 5.7 Environmental factor

Efocror = 2, EWeight, X EDegree,

The environmental complexity is computed by applying a different formula, which was derived
in the same way (see Equation 5.8).

Equation 5.8 Environmental complexity

Complexity,,, = —0.03 X Egy,, + 1.4

Step 5: Compute Adjusted Use Case Points



The next step is computationally simple: The value of the adjusted use case points is the
product of the unadjusted use case points, the actor complexity, and the environmental
complexity. This is shown in Equation 5.9.

Equation 5.9 Adjusted use case points

UCP adjusted == '[-"CP uniadfrsted X (:‘1":-):""“.t;'I lel'E':":'i.?:_'lr'fr'g'.fmr'm-." X CUJT’IIJ!EJCI- I}’r,,,_,

Step 6: Apply Project- or Company-Specific Scaling Factors to Computed
Predicted Hours

The last step is where “the miracle” occurs. Computationally, this is very easy. Simply multiply
the efficiency by the number of adjusted use case points, and voila!

To compute the hours required (Equation 5.10), the average developer efficiency in hours per
adjusted use case point is needed. Ideally, this value should be based on the historical data for
the project team or at least the company. That generally means that the first time you use it,
you must guess at the complexity. Gustav Karner, the developer of the approach at Rational
(now IBM), uses 20 development hours per adjusted use case point. Gautam Banerjee reports
good results with efficiency values ranging from 15 to 30.°

6. Gautam Banerjee, “Use Case Points: An Estimation Approach” (August 2001), at
www.bfpug.com.br/Artigos/UCP/Banerjee-UCP_An_ Estimation_ Approach.pdf.

Equation 5.10 Estimated hours

hours

L. VS ;o IR
UCP.::IJ'ns!r'.:!] g

Estimate,,,,,. = Efﬁcferzr:y[

All this may seem complex, but it is very easy to put it into a spreadsheet to calculate the
project estimate. That’s the good part.

The bad part is that the method is very sensitive to initial conditions, including use case and
complexity weighting factor assessments. All published reports with this method that I've
found have used unusually tiny use cases consisting of a single scenario with only a few
messages, unlike real use cases that often contain dozens of complex scenarios.


http://www.bfpug.com.br/Artigos/UCP/Banerjee-UCP_An_Estimation_Approach.pdf

It is possible to estimate your efficiency (so that you can estimate your software project) even
when previous similar projects weren’t done using use cases. But it will require some work. Go
back through a small set of projects for which you have the overall effort data and the
requirements documents. Do a use case analysis on each project, and use Equation 5.10 to
back-estimate the efficiency from the computed adjusted use case points and the actual effort
expended.

The bottom line is that the technique may add some value for checking your overall schedule,
but not until you have gathered some historical data to compute your group’s efficiency.

Constructing the Schedule

It is important to understand why we have a schedule and use this as guidance in its
construction. The main reason is that we want to be able to accurately predict how much cost
(mostly in terms of effort) and how much time a project will take. This allows for strategic
business planning, such as whether or not to even build this product and how the launch will
fit into the larger business picture. It also allows for tactical planning, such as when we need to
make resources available, when to launch marketing campaigns, how much money we need to
allocate to the project, and when manufacturing must be able to accept the implementations.
To achieve this purpose, the schedule must be accurate and realistic.

Another use for a schedule is to inform customers when they can expect to see the product. In
some environments customers are more forgiving than in others, but in my experience, it is
best to have a tradition of meeting or exceeding customer expectations. To achieve this goal,
the schedule must be pessimistic, so that most of the time the customer’s expectations will be
met or exceeded.

Some managers believe that a schedule can serve another purpose: to provide a sense of
urgency to the developers. Clearly, reason such managers, the developers are slacking off, so
they need a little whipping to motivate them. This is the purpose of the “motivational
schedule.” This requires the schedule be “aggressive” (i.e., unrealistic) in the hope that the
developers will devote extra effort (e.g., overtime) to make it happen. There is nothing wrong
with having a “stretch goal” schedule, but you must keep in mind that it is, by definition, not
likely to occur and should not therefore be used as the basis for planning.

The same schedule cannot be used for all three purposes. To this end, we will construct
multiple schedules, one for each of the goals.

The primary or working schedule is constructed by scheduling the microcycles in sequence or



in parallel, depending on the assigned resources. The estimates used to construct the initial
version of the schedule will be solely use-case-based (or feature-based), where a use case is
completely realized within a single microcycle, but possible multiple use cases may be so
realized—again depending on use case size and available resources. The E 5.4 estimates are
used for the primary schedule since this is simply the most accurate set of numbers available.

But, while the working schedule is the most accurate, it means that fully half of the time we
will be late (although we’ll be early half of the time as well). I propose, therefore, the
construction of a second schedule, called the “customer schedule.” This is composed of the
Egoy estimate (specifically, Egyo % E. for each estimate). This schedule is the one shared with
the customer. It will be met 80% of the time, resulting in generally pleased customers.

On the other hand, there’s nothing wrong with having an aggressive goal, as long as you keep
firmly in mind that it is a goal that isn’t likely to be met. This “goal schedule” is composed of
the optimistic estimates times the estimator confidence factor, that is, E, g9 % E.. It is perfectly
reasonable to offer incentives to meet such a schedule, such as bonuses and the like, but it is
important to remember that this schedule will be met only 20% of the time. What you want to
avoid at all costs is using the goal schedule as the actual schedule. As mentioned, many
managers do this in a misguided attempt to create a sense of urgency in the developers but
then later somehow forget that the schedule wasn’t realistic in the first place—that’s why we
call it the goal schedule and not the working schedule.

A comment I often get when proposing this is “But we have to bid on the project; if our bid is
too high (with the customer schedule), even if it is correct, we won’t get the work.” To this
comment I have two replies. First, if it costs you more to develop the product than you get
paid, then it is false economy to win the bid for a too-low value. Second, if the contract allows
for cost overruns, then you can underbid the contract.

Remember, we provide the customer schedule to customers to allow them to plan to receive
the product; we work against the working schedule because that’s the most accurate number
we have. We provide incentives to meet the goal schedule because there are usually business
advantages to coming in early.

Effect Review for Nanocycle Iteration Estimation (ERNIE)

I believe that one of the biggest reasons that, as an industry, we’re so terrible at estimation is
that people make estimates and never go back to see how they did against those predictions.
As DeMarco and Lister point out,” you can’t track what you don’t measure. And you can’t
improve what you don’t track. The ERNIE method is used to track work actuals against
predicted (scheduled). The steps involved in the ERNIE method are simple enough:



« Use BERT to construct estimates.

« Track all estimates against complete actuals.

« Periodically recompute the estimator confidence factor, E..
- Reward estimation accuracy over optimism.®

« Accept realistic, even if undesirable, estimates.

7. DeMarco and Lister, Peopleware.

8. Remember the Law of Douglass (there are many) that states, “Optimism is the enemy of
realism.”

When I manage projects, I have my staff track their own estimation accuracy, but the project
manager can do this as well. I recommend a spreadsheet such as that shown in Table 5.3.

Table 5.3 Estimation Tracking Spreadsheet (in hours)

Date Task Eypo, Egpe, Egpe, Unadjusted Used E. E__, Acwal Dev. % Diff
91509 Ll 21 40 80 43.5 1.75 76.1 37 17 0.425
91709 Darabase 15 73 200 258 1.75 1502 117 42 0.56
918009 Darabase 0 3% 42 373 1.75 B5.35 60 32 0542

CONYErsion

Y209 User manual 15 20

19.5 1.75 3.1 22 20

-
b=

The estimator confidence factor should be recomputed periodically, once the estimator has
made enough estimates and worked enough of those work items to make a reasonable
assessment of his or her accuracy (minimum four). This calculation is shown in Equation 5.11
for n estimates.

Equation 5.11 Recomputing E.

_ 1i=0] Actual; — EstimatedMean,
E.=1+=3,

n= Actual,

Computing a new E. value from Equation 5.11, we use the value from the “Actual” column and
subtract the value from the E ~ column (since that’s the single value we’re trying to optimize)



50%
and get

E.=1.0 + (0.425 + 0.56 + 0.842 + 0.1)/4 = 1.48

In this example, the engineer went from an estimator confidence factor of 1.75 to a factor of
1.48 (a significant improvement). This E. value will be used to adjust the “Unadjusted Used”
computed estimate for insertion in the schedule. It is important to track estimation success in
order to improve it. In order to improve a thing, it is necessary to track it.

Checklist for Scheduling

There always is, or should be, a question about the reasonableness of a schedule. To address
this, the Harmony/ESW process provides the following checklist:

« Evaluation of your scheduling history

° Do half of your projects come in early?

° Do half of your projects come in under planned cost?

° On average, do project costs meet plans?

° Does delivered functionality usually meet plans?

° Is it unusual for a project to be 10% or more over schedule or over budget?
« Evaluation of the current schedule

° Have you created all three recommended schedules?

° Does the current schedule seem feasible?

° Are the estimates made using the BERT method?

° Can the end date be met if half of the estimated work items come in late?

° Have you taken identified high-risk aspects into account in your schedule?
° Does the schedule include RMAs for the high-risk aspects of your project?

° Have you scheduled slack time?



° Do you have the resources available to perform the work items according to the plan?

° Does this schedule compare with the actual time, effort, and cost for similar projects at your
company?

° Does the schedule compare favorably with secondary scheduling methods such as COCOMO
or use case points?

° Does the schedule meet the customer’s needs and expectations?

Schedules are crucial project work products because they provide estimates for project cost
and effort and also provide a means to track the progress of the project against the plan. This
is problematic because schedules are always estimates of things you don’t actually know. For
this reason, the schedule created here is considered an initial plan that will be updated
frequently throughout the project.

5.2.2. Creating the Team Structure

There is a strong correlation between the team structure and the model organization (aka the
logical model). On one hand, the teams are formed because they make coherent sense and the
model is organized to allow the teams to work together effectively. On the other hand, the
model is organized to optimize a number of other properties as well, which may result in
shuffling teams and team members about.

It is crucial that the teams work with strong internal cohesion, and this requires them to be
small and singularly focused. It is also crucial that the teams encapsulate their internal
workings and provide well-structured means to coordinate with other teams. The overall
project is a “team of teams,”® and the project manager orchestrates the teams so that they
work toward a common goal, as stated in the schedule of work activities.

9. In large-system development, it may well be “teams of teams of teams...”

The ideal team size seems to be between 5 and 10 and, again ideally, each team works
primarily on a single model. The interaction between teams is then done largely though the
interactions of multiple models, each representing some aspect of the final product. Put
another way, given a specific set of models containing the various work products of the project,
each model is created and manipulated by a single team. Admittedly, some projects use
smaller models and have teams work on multiple models simultaneously. This can work as
well. What appears not to work very well is to have many people working on a single
monolithic model.



For project success, it is important to recognize the individual differences in ability and
expertise among the team members and allocate such resources where they can do the most
good. This flies in the face of the “interchangeable cog” mentality that some managers apply,
but managers who do take the time and effort to engage their personnel effectively tend to
have much higher productivity than those who do not.

5.2.3. Planning for Reuse

Reuse can provide significant strategic advantage for a company, including lowering the cost
for new products, improving their time to market, reducing resource requirements over the
long term, and enabling the development of software product lines. However, the creation of
reusable assets has definite tactical disadvantages as well. Specifically, there is a great deal of
anecdotal evidence to suggest that creation of reusable assets carries with it on the order of
three times the cost of similarly functioned purpose-built components. Technically, reuse isn’t
all that difficult to achieve, but it requires a strategic focus and the acceptance of short-term
costs for longer-term gain. The reason why reuse isn’t more common is simply that many
businesses are unwilling to sacrifice tactical market penetration and pay higher initial project
costs to achieve strategic market and project advantage over a time frame several times that.
For this reason, planning for reuse is an optional step in prespiral planning. It should be
undertaken when the business is willing to invest in long-term success.

The basic actions for planning for reuse include:

« Identifying reuse needs and goals

« Identifying opportunities for reuse

- Estimating the cost of constructing reusable assets
 Determining which reusable assets to construct

« Evaluating the impact of reuse on the schedule

« Specifying how reusable assets will be managed

« Specifying how existing assets will be reused in the current project and how newly
constructed reusable assets will be reused in the future

» Writing the reuse plan



« Updating the schedule to reflect planned reuse

These actions culminate in the reuse plan. The reuse plan captures these major aspects of
reuse. The reuse plan specifies “design constraints,” either on the degree of reuse of existing
components, on the approach to reusing them, or on how the new design must be reusable in
the future. Different levels of reuse are possible; in general, the more abstract and larger the
scope, the more benefit there is to reuse. Some assets that may be reused include:

o Applications that can be plugged into different enterprise architectures

« Application frameworks that provide infrastructure for a set of applications

« Profiles that provide common types and metadata tags for similar applications
« Components that provide application building blocks

e Subsystems that provide multiple-discipline (i.e., mixed hardware/software) system-level
building blocks

« Libraries that provide common services within components
« Models, containing

© Shared models (e.g., domains)
° Packages

° Model elements

° Classes

° Use cases

° State machines

° Activity diagrams

° Sequence diagrams

° Activity diagrams

° Source code



The reuse plan identifies the levels of reuse expected and the mechanisms by which the
elements will be reused. In general, the creation of reusable elements is more expensive than
the creation of special-purpose elements. For small-scale reuse, it appears to be around a
factor of 3 more expensive. For larger-scale reuse, it can cost between 3 and 10 times the cost
of a special-purpose element of equivalent behavior. However, that cost is largely a one-time
cost, so with adequate reuse, the additional effort can lower long-term cost.

5.2.4. Planning for Risk Reduction

Risk reduction is a crucial aspect of project planning for most projects. Risk is the product of
the severity of an undesirable situation (a hazard) and its likelihood. For projects, the most
common risks have to do with adopting new technologies, using inexperienced teams,
developing systems of greater size and scope, using new manufacturing or development
methods, or using new and unfamiliar tools. Most projects are introducing something new in
at least one of these aspects,”® and it only makes sense to think about the things that can go
wrong with the project and to plan corrective measures to address them. If your company has
a history of constructing similar systems on time and on budget, and there is nothing
fundamentally new in the current project, then it makes sense to skip this step.

10. Otherwise, the company could just reuse the existing system!

This task focuses on initial risk reduction planning, but it should be emphasized that risk
reduction is an ongoing task that occurs through most or all of the project. Periodically, risks
will be explicitly reevaluated and explored to ensure that the project can proceed successfully.

The steps involved in risk reduction planning include:

« Identifying key project hazards

 Quantifying hazard severity

 Determining the likelihood of these key project hazards
« Computing the project risks

« Ranking the project hazards in terms of risk

« Specifying RMAs for key project risks

 Writing the risk management plan



The project hazards are, again, undesirable conditions, such as:

« Selected middleware (e.g., CORBA) that is too large or too slow

« Staff turnover resulting in the loss of key personnel

« Loss of project funding

« New tools (e.g., compilers) that contain defects

« Lack of familiarity with new languages (e.g., UML or a new source-level language)
« Lack of efficiency with new tool sets (e.g., changing CM tools)

« Lack of team motivation

« Lack of management commitment

« Lack of team availability due to company imperatives

« Customer requirements that don’t stabilize long enough to be met

« A schedule that is unrealistic at the outset

« Crucial vendors (e.g., for memory boards or CPUs) that stop producing required parts
« Partners or subcontractors that fail to meet objectives

« Loss of backups due to on-site storage concurrent with a fire

Obviously, depending on the system, some of these hazards are worse than others. Hazards
that are quite severe, even if relatively unlikely, may warrant special attention. Furthermore,
hazards that aren’t that severe but are highly likely may be equally worrisome. It is the product
of the severity and the likelihood of the hazard that constitutes the risk to the project that must
be considered. I generally rank the severity in a range from 0 (no impact) to 10 (catastrophic
impact), and the likelihood in a range from 0.0 (impossible) to 1.0 (certain). In some cases,
the likelihood can be measured from previous projects, but often it can only be estimated.

Once each project hazard is quantified in terms of severity, likelihood, and risk, then the
hazards can be ranked in order of risk. The key risks are the set of risks above a specified
threshold. This threshold is set depending on the sensitivity of the project to risk. For a pilot
project, the threshold might be set quite high—say, at 9.0. For a make-or-break-the-company
project, the threshold might be set quite low—perhaps at 5.0. Most projects are somewhere in



between.

RMAs (risk mitigation activities) are work efforts designed to reduce the risk. For example, if
you're not sure that CORBA is fast enough, early on, perhaps in one of the first three
prototypes, you would write a performance-critical flow to use the communication
infrastructure (including CORBA) so that the speed can be measured. For new and unfamiliar
technologies, pilot projects or training can be scheduled. For all key risks, such RMAs must be
identified and scheduled. I recommend that this be done, to the degree practical, high-risk
first. The highest-risk items are the most likely to have a severe detrimental effect on project
success. Lower-risk mitigation activities can be done later, once the higher risks have been
dealt with.

The risk management plan brings together the risk details, including the hazard, likelihood,
severity, computed risk, RMAs, responsible party, when it is planned to be addressed, and
resolution. This is a living document, updated throughout the project and reevaluated at least
once per microcycle, during the increment review (party) activity.

5.2.5. Specifying the Logical Architecture

What we mean by the term logical architecture in the Harmony/ESW process is the
principles, practices and work products for organizing the things that exist at design time; that
is, for model-based development projects, logical architecture is the same thing as model
organization. We have a great deal of experience in model organization principles that work
and don’t work. Model organization is initially constructed in conjunction with team
organization in prespiral planning. The models may require some reorganization later, and the
same is true of the teams, but it is common for a good initial model organization to continue
throughout a development project and subsequent product evolution cycles.

In simple-enough systems, you can pretty much do anything you like and still succeed. Once
you have a system complex enough to require more than one person, then it begins to matter
what you do and how you do it. Once there are teams of people in place, it matters a great deal
how the work is organized for the teams to effectively work together.

Why Model Organization?

The reasons for worrying about model organization are to:

« Allow team members to contribute to the model without losing changes made by other team
members, or in some other way corrupting your model



« Allow team members to use parts of the model to which they need access but which they are
not responsible for developing

« Provide for an efficient build procedure so that it is easy to construct the system
« Be able to locate and work on various model elements
« Allow the pieces of the system to be effectively reused in other models and systems

At first blush, it may appear that the first two issues—contributing and using aspects of a
common model—are dealt with by CM. This is only partially true. CM does provide locks and
access controls and can even perform model-based merging for concurrent development.
However, this is a little like saying that C solves all your programming problems because it
provides basic programmatic elements such as assignment, branching, looping, and so on. CM
does not say anything about what model elements ought to be CIs, or when, or under what
conditions. Effective model organization uses the project CM infrastructure but provides a
higher-level set of principles that allow the model to be used effectively.

The UML provides two obvious organizational units for CIs: the model and the package. A
UML package is a model element that “contains” other model elements. It is essentially a
“bag” into which we can throw model elements that have some real semantic meaning in our
model, such as use cases, classes, objects, types, functions, variables, diagrams, and so on.
However, UML does not provide any criteria for what should go into one package versus
another. So while we might want to make packages CIs in our CM system, this begs the
question as to what policies and criteria we should use to decide how to organize our packages
—what model elements should go into one package versus another.

One simple solution would be to assign one package per worker. Everything that Sam works
on is in SamPackage, everything that Julie works on is in JuliePackage, and so on. For very
small project teams, this is, in fact, a viable policy. But again, this begs the question of what
Sam should work on versus Julie. It can also be problematic if Susan wants to update a few
classes of Sam’s while Sam is working on some others in SamPackage. Further, this adds
artificial dependencies of the model structure on the project team organization. This will make
it more difficult to make changes to the project team (say, to add or remove workers) and will
really limit the reusability of the model elements.

It makes sense to examine the user workflow when modeling or manipulating model elements
in order to decide how best to organize the model. After all, we would like to optimize the
workflow of the users as much as possible, decoupling the model organization from irrelevant
concerns. The specific set of workflows depends, of course, on the development process used,



but there are a number of common workflows:

« Requirements

° Working on related requirements and use cases

« Detailing a use case

« Creating a set of scenarios

« Creating the specification of a use case via state machine or activity diagram
« Mapping requirements (e.g., use cases) to realizing model elements (e.g., classes)
« Realizing requirements with analysis and design elements

° Elaborating a collaboration realizing a use case

° Refining collaborations in design

° Detailing an individual class

« Designing the architecture

° Logical architecture—working on a set of related concepts (classes) from a single domain or
subject area, defining a common area for shared types and data structures, and so on

° Physical architecture—working on a set of objects in a single runtime subsystem or
component

« Construction and testing
° Translation of requirements into tests against design elements
° Execution of tests

° Constructing the iterative prototypes from model elements at various stages in the project
development

« Planning
° Project scheduling, including work products from the model

When working on related requirements and use cases, the worker typically needs to work on



one or more related use cases and actors. When detailing a use case, a worker will work on a
single use case and detailed views—a set of scenarios and often either an activity diagram or a
state machine (or some other formal specification language). When elaborating a
collaboration, the user will need to create a set of classes related to a single use case, as well as
refine the scenarios bound to that use case. These workflows suggest that one way to organize
the requirements and analysis model is around the use cases. Use packages to divide the use
cases into coherent sets (such as those related by generalization, «i ncl ude», or «ext end»
relations, or by associating with a common set of actors). In this case, a package would contain
a use case and the detailing model elements: actors, activity diagrams, state machines, and
sequence diagrams.

The next set of workflows (realizing requirements) focuses on classes, which may be used in
either analysis or design. A domain in the Harmony/ESW process is a subject area with a
common vocabulary, such as UI, device I/0O, or alarm management. Each domain contains
many classes and types, and system-level use case collaborations will contain classes from
several different domains. Many domains require rather specialized expertise, such as low-
level device drivers, aircraft navigation and guidance, or communication protocols. It makes
sense from a workflow standpoint (as well as a logical standpoint) to group such elements
together because a single worker or set of workers will develop and manipulate them. Also, this
simplifies the use of such model elements because they often must be reused in coherent
groups. Grouping classes by domains and making the domains CIs may make sense for many
projects.

Architectural workflows also require effective access to the model. Here, the architecture is
broken up into the logical architecture (organization of types, classes, and other design-time
model elements) and the physical architecture (organization of instances, objects, subsystems,
and other runtime elements). The logical architecture is to be organized first by models and
second by packages (such as those representing domains and the subsystem architecture). If
the model is structured this way, then each domain, subsystem, or component is made a CI
and assigned to a single worker or team. If the element is large enough, then it may be further
subdivided into subpackages of finer granularity based on subtopic within a domain,

subcomponents, or some other criterion such as team organization.

Testing workflows are often neglected in the model organization, although usually to the
detriment of the project. Testing teams need only read-only access to the model elements
under test, but nevertheless they do need to somehow manage test plans, test procedures, test
results, test scripts, and test fixtures, often at multiple levels of abstraction. Testing is often
done at many different levels of abstraction but can be categorized into three primary levels:
unit testing, integration, and validation. Unit-level testing is usually accomplished by the
owner of the model element under test or a “testing buddy” (a peer in the development



organization). The tests are primarily white-box, design, or code-level tests and often use
additional model elements constructed as test fixtures. In the Harmony/ESW process, these
tests are constructed and applied throughout the development of the model. It is important to
retain these testing fixture model elements so that as the system evolves, we can continue to
test the model elements. Since these elements are white-box and tightly coupled with the
implementation of the model elements, it makes the most sense to colocate them with the
model elements they test. So, if a class nyd ass has some testing support classes, such as

nyd ass_t est er and nyd ass_st ub, they should be located close together.

Integration and validation tests are not so tightly coupled as at the unit level, but clearly the
testing team may construct model elements and other artifacts to assist in the execution of
those tests. These tests are typically performed by different workers from the creators of the
model elements they test. Thus, independent access is required, and they should be in
different CIs. Harmony/ESW’s continuous integration is done at least daily during the object
analysis and various design phases. The tests the build is required to pass before general
release to the baseline (and the other workers) are created and updated by the configuration
manager as new functionality is released to the baseline. Validation is done toward the end of
each microcycle, usually by a separate team of testers. These tests are almost entirely “black-
box” tests and are based on the validation tests for previous microcycles (regression testing)
and the use case analysis of the current microcycle.

It is important to be able to efficiently construct and test prototypes during the development
process. This involves tests both against the architecture and against the entire prototype’s
requirements. There may be any number of model elements specifically constructed for a
particular prototype that need not be used anywhere else. It makes sense to include these in a
locale specific to that build or prototype. Other artifacts, such as test fixtures that are going to
be reused or evolved and that apply to many or all prototypes, should be stored in a locale that
allows them to be accessed independently from a specific prototype.

Specific Model Organization Patterns

In the preceding discussion, we saw that a number of factors influence how we organize our
models: the project team organization, system size, architecture, how we test our software, and
our project lifecycle. Let us now consider some common ways to organize models and see
where they fit well and where they fit poorly. The model organization shown in Figure 5.2 is
the simplest organization we will consider. The system is broken down by use cases, of which
there are only three in the example. The model is organized into four high-level packages: one
for the system level and one per use case. For a simple system with 3 to 10 use cases and
perhaps one to six developers, this model can be used with little difficulty. The advantages of
this organization are its simplicity and the ease with which requirements can be traced from



the high level through the realizing elements. The primary disadvantages of this approach are
that it doesn’t scale up to medium or large-scale systems. Other disadvantages include
difficulty in reuse of model elements and the fact that there is no place to put elements
common to multiple use case collaborations, hence a tendency to reinvent similar objects.
Finally, there is no place to put larger-scale architectural organizations in the model, and this
further limits its scalability to large systems.

Figure 5.2 Use-case-based model organization
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The model organization shown in Figure 5.3 is meant to address some of the limitations of the
use-case-based approach. It is still targeted toward small systems but adds a framework
package for shared and common elements. The framework package has subpackages for usage
points (classes that will be used to provide services for the targeted application environment)
and extension points (classes that will be subclassed by classes in the use case packages). It
should be noted that there are other ways to organize the framework area that work well, too.
For example, frameworks often consist of sets of coherent patterns; the subpackaging of the
framework can be organized around those patterns. This organization is particularly apt when
constructing small applications against a common framework. This organization does have
some of the same problems with respect to reuse as the use-case-based model organization.



Figure 5.3 Framework-based model organization
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As mentioned early on, if the system is simple enough, virtually any organization can be made
to work. Workflow and collaboration issues can be worked out ad hoc, and everybody can get
their work done without serious difficulty. A small application might be 10 to 100 classes
realizing 3 to 10 use cases. Using another measure, it might be on the order of 10,000 or so
lines of code.

One of the characteristics of successful large systems (more than, say, 300 classes) is that they
are architecture-centric; that is, architectural schemes and principles play an important role in
organizing and managing the application. In the Harmony/ESW process, there are two
primary subdivisions of architecture: logical and physical.** The logical model organizes types
and classes—things that exist at design time—whereas the physical model organizes objects,
components, tasks, and subsystems—things that exist at runtime. When reusability of design
classes is an important goal of the system development, it is extremely helpful to maintain this
distinction in the model organization.

11. Bruce Douglass, “Components: Logical and Physical Models,” Software Development
magazine, December 1999.

The next model organization, shown in Figure 5.4, is suitable for large-scale systems. The
major packages for the model are:

 System



« Physical architecture model
 Subsystem model
 Shared model

* Builds

Figure 5.4 Logical model-based model organization
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The System package contains elements common to the overall system: system-level use cases,
subsystem organization (shown as an object diagram), and system-level actors. This model is
often created by the systems engineers, and it models the requirements, structure, and
behavior of the system as a whole.

The shar edModel is organized into subpackages called domains and contains elements to be
shared by the subsystems. Each domain contains classes and types organized around a single
subject matter, such as UI, alarms, hardware interfaces, bus communication, and so on, that is
shared by two or more subsystems. Domains have domain owners—those workers responsible
for the content of a specific domain. Every shared class in the system ends up in a single
domain (elements specific to a single subsystem reside in the corresponding subsystem
model). Class generalization hierarchies almost always remain within a single domain,
although they may cross package boundaries within a domain.



The Physi cal Archi t ect ure package is organized around the largest-scale pieces of the system:
the subsystems. In large systems, subsystems are usually developed by independent teams, so
it makes sense to maintain this distinction in the model. Subsystems are constructed largely of
instances of classes from multiple domains but also contain elements specific to that particular
subsystem. Put another way, each subsystem contains (by composition) objects instantiated
from different domains in the system and objects unique to that subsystem. These packages
contain the interface elements necessary to invoke the services and data owned by the
subsystems, but not the design or implementation of those subsystems. That detail is located
within the subsystem models.

The next major package is Bui | ds. This area is decomposed into subpackages, one per
prototype. This allows easy management of the different incremental prototypes. Also included
in this area are the test fixtures, test plans, procedures, and so forth used to test each specific
build for both the integration and validation testing of that prototype.

The Subsyst emmodel (not shown in Figure 5.4) is actually a set of separate models, each of
which contains the results of the analysis and design activities of a single subsystem team. It
usually imports the portion of the requirements model allocated to that specific subsystem
from the Syst emmodel and uses those requirements as a specification for downstream
engineering. It is in these models that the analysis and design of the system components
reside.

The advantage of this model organization is that it scales up to very large systems very nicely
because it can be used recursively to as many levels of abstraction as necessary. The separation
of the logical and physical models means that the classes in the domains may be reused in
many different deployments, while the use of the physical model area allows the
decomposition of system use cases to smaller subsystem-level uses cases and interface
specifications.

The primary disadvantage that I have seen in the application of this model organization is that
the difference between the logical and physical models seems tenuous for some developers.
The model organization may be overly complex when reuse is not a major concern for the
system. It also often happens that many of the subsystems depend very heavily (although
never entirely) on a single domain, and this model organization requires the subsystem team
to own two different pieces of the model. For example, guidance and navigation is a domain
rich with classes, but it usually also applies to a single subsystem.

Checklist for Logical Architecture

A number of aspects must be taken into account to create a good logical organization. These



include the following:

« Have you taken into account the scope and scale of the project?

« Are there 10 or fewer developers allocated to work on a single model?
« Are the team members allocated to a single model colocated?

« Have you identified the elements likely to be shared among models?

« Have you defined the structure for the shared model to enable sharing of common elements
(e.g., interfaces, common types, common classes)?

« Have you defined a common structure for the subsystem models?
« Have you identified a common means by which legacy components will be reused?
« Have you taken into account how each individual component will be built and tested?

« Have you taken into account how the prototypes (system builds) will be integrated and
constructed?

« Have you identified the CIs (units of CM)?
« Have you identified the strategy to be used for traceability of requirements into the models?

A good logical architecture will enable smooth workflow among the developers; allow them to
efficiently share elements of common interest; and support building, testing, and delivering
the final system. Suboptimal logical architectures will cause developers to step on each other’s
work constantly, inhibiting the sharing of common elements and making it difficult to
construct and test the system. It pays to give some up-front thought to how you want the
teams of developers to work together. Remember, though, that this is inherently an
incremental process, so the logical model can be changed over time as necessary.

5.2.6. Performing the Initial Safety and Reliability Analysis

This task within the prespiral planning activity needs to be performed only for safety-critical
or high-reliability system development. When such projects are known, the inherent safety
and reliability issues must be identified and addressed so that appropriate safety and reliability
requirements can be identified. The steps for this task include the following:



« Identify the hazards

« Quantify the hazards in terms of likelihood and severity

« Compute the risks (likelihood x severity)

« Perform an initial safety analysis with FTA

« Perform an initial reliability analysis with FMEA

« Identify safety and reliability control measure requirements
« Create the initial hazard analysis

« Update the requirements to include safety and reliability requirements

Terms, Definitions, and Basic Concepts

Reliability is a measure of the “up time” or “availability” of a system; specifically, it is the
probability that a computation will successfully complete before the system fails. It is normally
estimated with MTBF. MTBF is a statistical estimate of the probability of failure and applies to
stochastic failure modes. Electrical engineers are familiar with the “bathtub” curve, which
shows the failure rates of electronic components over time. There is an initial high failure rate
that rapidly drops to a low level and remains constant for a long time. Eventually, the failure
rate rises rapidly back to the initial or higher levels, giving the characteristic “bathtub” shape.
This is why electrical components and systems undergo the burn-in process. The high
temperature increases the probability of failure, thereby accelerating the bathtub curve. In
other words, the components that are going to fail early do so even earlier (during the burn-
in). The remaining components or systems fall into the low-failure basin of the bathtub curve
and so have a much higher average life expectancy.

Reducing the system downtime increases reliability by increasing the MTBF. Redundancy is
one design approach that increases availability because if one component fails, another takes
its place. Of course, redundancy improves reliability only when the failures of the redundant
components are independent.*® The reliability of a component does not depend upon what
happens after the component fails. Whether the system fails safely or not, the reliability of the
system remains the same. Clearly the primary concern relative to the reliability of a system is
the availability of its functions to the user.

12. Strict independence isn’t required to have a beneficial effect. Weakly correlated failure
modes still offer improved tolerance to faults over tightly correlated failure modes.



Another term used loosely is security. Security deals with permitting or denying system
access to appropriate individuals and preventing espionage and sabotage. A secure system is
one that is relatively immune to attempts, intentional or not, to violate the security barriers set
in place. Security is a primary aspect of the more general concern of managing information-
related risks, a subject known as information assurance.

Safety is distinct from both reliability and security. A safe system is one that does not incur too
much risk to persons or equipment. A hazard is an event or condition that can occur but is
undesirable. Risk is defined in terms of both the severity and the likelihood of the hazard. The
failure of a jet engine is unlikely, but the consequences can be very severe. Thus the risk of
flying in a plane is tolerable; even though it is unlikely that you would survive a crash from
30,000 feet, it is an extremely rare occurrence. At the other end of the spectrum, there are
events that are common but are of lesser concern. There is a risk that you can get an electric
shock from putting a 9V battery in a transistor radio. It could easily occur, but the
consequences are small. Again, this is a tolerable risk.

A risk is the chance that something bad will happen. Nancy Leveson*? defines risk to be
13. Leveson, Safeware.
a combination of the likelihood of an accident and the severity of the potential consequences.
Or, more precisely:
risk = probability of failure x severity

The “something bad” is called a mishap or accident and is defined to be damage to property
or harm to persons.

Ms. Leveson goes on to define a hazard as:

a state or set of conditions of a system (or an object) that, together with other conditions in
the environment of the system (or object) will inevitably lead to an accident (loss event).

Hazards arise in five fundamental ways:
« Release of energy
« Release of toxins

« Interference with life support functions



« Supplying misleading information to safety personnel or control systems
» Failure to alarm when hazardous conditions arise

The unsafe release of energy is perhaps the most common threat. Energy occurs in many
forms, including chemical, electrical, atomic, potential, and kinetic. Chemical energy can result
in fires and explosions. Electrical energy can result in electrocutions. Atomic energy can lead
to immediate death or agonizing radiation sickness. Airplane crashes release enormous kinetic
energy. Anytime a large amount of energy is being controlled, protecting humans from its
inadvertent sudden release is the primary safety concern.

The release of toxins is important in many environments today, particularly in the medical and
chemical industries. Many of the worst catastrophes in recent times have been caused by the
release of toxins. The Bhopal chemical accident released a huge cloud of methyl isocyanate
from a Union Carbide plant, killing at least 2000 people in the surrounding area.

Incidents can also occur when the system interferes with a process necessary to sustain life.
The most obvious examples are with medical products, such as patient ventilators and heart-
lung machines. However, life support systems also maintain human-compatible environments
in airplanes, submarines, and spacecraft. Even the failure of a thermostat in a sufficiently
harsh environment** could contribute to the loss of life.

14. Northern Minnesota comes to mind.

Many safety-critical systems are continuously or periodically monitored by humans and
include humans within the safety loop. A monitoring system that actively misleads a human
contributes to a hazardous condition. Imagine an ECG monitor that displays a cardiac
waveform but, because of a software defect, displays the same waveform data repeatedly,
ignoring new data. The patient could enter cardiac arrest but the trusted ECG system would
display only old data. An attending physician might well conclude that the patient is fine
because the supposedly real-time data shows a good patient condition. Offline diagnostic
systems can also contribute to an unsafe condition. Many deaths in hospitals occur because of
mislabeling of patient medications and laboratory results. These errors actively mislead the
personnel responsible for safety-related decisions and contribute to the resulting incidents.

The previous example dealt with actively misleading the human in the loop. Passive systems
that fail to alarm can be just as deadly. Failure of pressure and temperature alarms in a
nuclear power plant can lead to reactor leaks. Many people fail to recognize that the reverse is
also true—too many “nuisance” alarms can hide important safety-related conditions. Exactly
this kind of problem contributed to the Therac-25 incidents,™ where the system falsely
alarmed frequently and reported obscure error codes. The operators soon learned to ignore the



nuisance alarms and to silence them immediately. Additionally, the Therac-25 system made no
distinction between critical and routine alarms. Too many false alarms frequently led to
operators disabling alarms altogether.

15. The Therac-25 story is of a radiation treatment device whose malfunction killed a number
of patients. Read the complete story in Leveson, Safeware.

In some systems, the number of alarms can be so great that responding to them takes all the
operator’s attention, leaving none to deal with the underlying problems. Alarms with cryptic
messages can be worse than having no indications at all—they do not suggest appropriate
corrective action yet distract the operator from his or her safety-related tasks.

Safety-Related Faults

Hazards can occur either because a system was designed to unsafe specifications or because of
faults, that is, the nonperformance of a system to achieve its intended function within its
specifications. Faults are normally categorized as systematic faults (aka errors or defects)™® or
random faults (aka failures). Failures are events occurring at specific times. Errors are more
static and are inherent characteristics of the system, as in design errors. A fault is an
unsatisfactory system condition or state. When the fault is visible—that is, it results in a
demonstrably incorrect result—then the fault is said to be manifest. When the fault is present
but not visible, it is said to be latent. Thus, failures and errors are different kinds of faults and,
as we will see, are generally addressed with different solutions.

16. Although some developers refer to such characteristics as features...

Faults can affect a system in a variety of ways:

« Actions—inappropriate system actions taken or appropriate actions not taken
« Timing—actions taken too soon or too late

« Sequence—actions skipped or done out of order

« Amount—inappropriate amount of energy or reagent used

Safety Is a System Issue

Many systems present hazards. The systems can identify and address them, or they can ignore



them. However, note that safety is a “system” issue. A system can remove an identified hazard,
or reduce its associated risk, in many ways. For example, consider a radiation therapy device;
it has the hazard that it may overradiate the patient. An electrical interlock activated when the
beam is either too intense or lasts too long is one design approach to reduce risk, also known
as a safety control measure. The interlock could involve a mechanical barrier or an electric
switch. Alternatively, the software could use redundant heterogeneous computational engines
(verify the dosage using a different algorithm) to verify the setting before permitting the dose
to be administered. The point is that either the system is safe or it isn’t. Not the software. Not
the electronics. Not the mechanics. The system is safe only when the combination of such
elements is safe as a unified whole. Of course, each of these impacts the system safety, but it is
ultimately the interaction of all these elements that determines system safety.

Random Faults versus Systematic Faults

All types of components can contain design defects. These are errors in the component design
or implementation that can lead to mishaps. However, not all can have failures. Notably,
software does not fail. If it does the wrong thing, it will always do the wrong thing under
identical circumstances. Contrast that with electrical components reaching end of life or
mechanical switches breaking. The designs of such components may have been fine, but they
no longer meet their design characteristics. It makes sense, then, to divide faults into
systematic and random faults. Errors are systematic faults—they are intrinsic in the design or
implementation. Writing the FORTRAN statement

DO I =1.10
rather than

DO 1=1, 10

7

is a transcription error’—an inadvertent substitution of a period for a comma. A single

inadvertent semicolon has been known to bring down an entire mainframe!*®
17. One that resulted in the destruction of a Venus probe.
18. Been there, done that! Oops! ©

The term failure implies that something that once functioned properly no longer does so.
Failures are random faults that occur when a component breaks in the field. Failures are
normally defined as arising from a stochastic process arising from a probability density
function that describes their distribution.



Hardware faults may be systematic or random; that is, hardware may contain design flaws, or
it may fail in the field. Random faults occur only in physical entities, such as mechanical or
electronic components. End-of-life failures are common in long-lived systems, but the
probability of random faults is well above zero even in brand-new systems. The likelihood of
such failure is estimated from a probability distribution function, which is why they are called
“random faults.” Random faults cannot be designed away. It is possible to add redundancy for
fault detection, but no one has ever made a physical component that cannot fail.

Software faults are always systematic because software neither breaks down nor wears out. The
problem is that the number of true states of any software application is, for all practical
purposes, infinite. That means that all possible combinations of conditions cannot be fully
evaluated or tested. For this reason, we advocate the concept of defensive design. All
software services assume preconditions—passed parameters are within a valid range, variables
have not been corrupted by electromagnetic interference (EMI), there is memory available to
satisfy a request, and so on. In defensive design, the software service itself assumes the
responsibility for validating such assumptions rather than relying on other services to always
operate correctly. The resulting software detects (and responds to) precondition violations that
typical software does not, and so can result in systems that are far safer and more reliable.

Many engineers routinely remove runtime range checking from shipped programs because
testing supposedly removes all faults. However, runtime checking can provide the only means
within a system to identify a wide variety of systematic faults that occur in rare combinations
of circumstances.

Single-Point Faults

Devices ought to be safe when there are no faults and the device is used properly. Most experts
consider a device “safe,” however, only when any single-point failure cannot lead to an
incident; that is,

the failure of any single component or the failure of multiple components due to any single
failure event should not result in an unsafe condition.*

19. Whether or not the system must consider multiple independent faults in its safety analysis
depends on the risk. If the faults are sufficiently likely and the damage potential sufficiently
high, then multiple-fault scenarios must be considered. I once worked with a spacecraft design
that was required to be dual-point-fault-safe.

For example, consider total software control on a single CPU for a patient ventilator. What



happens if the CPU locks up? What if EMI corrupts memory containing the executable code or
the commanded tidal volume and breathing rate? What if the ventilator loses power? What if
the gas supply fails? What if a valve sticks open or closed?

Given that an untoward event can happen to a component, one must consider the effect of its
failure on the safety of the system. If the only means of controlling hazards in the software-
controlled ventilator is to raise an alarm on the ventilator itself, then the means of control may
be inadequate. How can a stalled CPU also raise an alarm to call the user’s attention to the
hazard? This fault, a stalled CPU, affects both the primary action (ventilation) and the means
of hazard control (alarming). This is a common mode failure, that is, a failure in multiple
control paths due to a common or shared fault.

The German safety assessment organization TUV uses a single-fault assessment tree for
determining the safety of devices in the presence of single-point failures.*®

20. German Electrotechnical Commission of the German Standards Institute, VDE-0801
Principles for Computers in Safety-Related Systems, 1990.

In Figure 5.5, Ttglerance 1S the fault tolerance time of the first failure (the time that the fault can
be tolerated without incident). Ty 7gr is the time after which a second fault is likely (which can
be estimated by the MTBF).

Figure 5.5 TUV single-fault assessment
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If the purpose of runtime testing is to identify faults, then testing must be repeated
periodically. The fault tolerance time determines the maximal period of the test, that is,

Tmr = T.l'-'l."r.r.urrr = Tu'I-ITHJ-

In other words, the time between tests must be less than the fault tolerance time. If the system
cannot guarantee test completion within this time frame, then it must provide some other
mechanism for fault identification and control.

A hazard analysis is a document that identifies faults, resulting hazards, and the hazard control
measures. The hazard analysis requires periodic review during the development process. The
development process must also track identified hazard control measures forward into design,
implementation, and validation testing. Design decisions add failure modes to the hazard
analysis.

For safety analysis, you cannot consider the probability of failure for the single fault.
Regardless of how remote the chance of failure, a safe system continues to be safe in the event
of any single-point failure. This has broad implications. Consider a watchdog circuit in a
cardiac pacemaker. A watchdog is a circuit that requires periodic service or it forces the system
to go into a fail-safe state. A watchdog must use a different time base from the CPU running
the software. If the same crystal drives both the CPU and the watchdog, then the watchdog
cannot detect a doubling or tripling of the pacing rate in the event of a crystal failure. Pacing
the heart at 210 beats per minute is an unsafe condition for anyone. Crystals are typically
reliable components, but they do fail. When they fail, the system must continue to be safe.



Common Mode Fault

The pacemaker example above illustrates a common mode fault. A common mode fault is a
single fault that affects multiple parts. Safety measures must not have any common mode
faults in common with the processes for which they seek to ensure safety. If a medical linear
accelerator uses a CPU to control the radiation dose, then the safety mechanisms that reside
on that CPU should not lead to an unsafe condition if that CPU fails.

Latent Faults

An undetected fault that does not, by itself, lead to a hazardous condition but could, in
combination with another fault, lead to such a condition is known as a latent fault. Since
safety measures improve safety only when they function correctly, a measure can be relied
upon only if it is known to be valid. Put another way, if a system cannot routinely validate that
a safety measure is working properly, then the safety of the system cannot rely upon that
measure. For example, consider a medical linear accelerator that has a safety measure that
involves dropping a radiation-opaque curtain if an overdose condition is detected. If that safety
measure doesn’t work, it doesn’t directly lead to an accident. However, in combination with a
fault in the shutoff timer, it would result in one. If the safety measure isn’t tested, then the
system cannot know about the latent fault. A subsequent failure in the shutoff timer 10 years
later could lead to an accident. The correct action is for the system to periodically test the
curtain functionality. This test should be performed much more frequently than the anticipated
MTRBEF of the curtain. For example, if the MTBF is 4000 hours of use, the system could test the
curtain at each power-up and at the monthly maintenance service. Only if this is done can the
curtain provide a safety measure against the single-point failure of the shutdown timer.

Fail-Safe State

The concept of a fail-safe state is central to many safety-critical system designs. The fail-safe
state is a condition known to be safe although not necessarily one in which the system delivers
services. Nancy Leveson has identified several different types of safe failure modes:

» Off state

° Emergency stop—immediately cutting power



° Production stop—stopping as soon as the current task is completed

° Protection stop—shutting down immediately but not by removing power

« Partial shutdown—going to a degraded level of functionality

« Hold—no functionality, but safety actions are taken automatically

« Manual or external control—system continues to function but only via external input
« Restart—system is rebooted or restarted

The problem domain usually disallows several of these choices. An engine in an airborne
aircraft cannot merely be shut down in the event of a failure (off), unless there is another
engine that can take over. In the case of unmanned space vehicles, the fail-safe state usually is
to blow up the rocket (hold). Attended medical devices often shut down and alarm the user
(emergency stop), although sometimes they will enter a monitor-only condition (partial
shutdown). When a person enters a hazardous area, a robot control system may finish the
current task before shutting down to protect persons and equipment (production stop). The
fail-safe state can be determined only by examining the purpose of the system and the context
in which it executes.

A safety-critical system may have several different fail-safe states to handle failures in
different control or data paths. A detailed analysis of the failure modes of the system
determines the most appropriate fail-safe states.

Achieving Safety

The single most fundamental safety design concept is the separation of safety channels from
nonsafety channels. This is the Firewall Pattern. A channel is a static path of data and
control that takes some information from sensors and produces some output control of
actuation. Any fault of any component of the channel constitutes a fault of the entire channel.
A channel can be a control-only path with no feedback, or it can be a tightly coupled control
loop, including both sensors and actuators.

One application of the firewall concept involves isolation of all nonsafety-related software and
hardware components from those with safety responsibility. Since developing safe subsystems
is much more difficult than otherwise, this separation can usually be economically justified.
The separation of safety-critical components simplifies their design and implementation,
making them more tractable.



Another example of the firewall idea is the separation of control from its correlated safety
measure, as in the linear accelerator example above. This requires some kind of redundancy.
The redundancy can be small-scale, as in the protection of local data using ones-complement
multiple storage or cyclic redundancy checks (CRCs) on stored data. The redundancy can be
large-scale as well, replicating an entire subsystem chain. The large-scale redundancy is
commonly done in the context of a safety pattern or safety framework.**

21. See, for example, my book Real-Time Design Patterns.

This redundancy can be homogeneous or diverse.** Homogeneous redundancy uses exact
replicas of channels to improve safety. Homogeneous redundancy protects against only
random failures. Commercial airplanes often use triple-modular redundancy (TMR) in which
they have three such replicas for flight control to protect against single-point component
failures. The idea is that if we concern ourselves with only single-point failures, and the
channels have no common mode fault, then in the presence of a fault, two of the channels will
always agree and only one will contain the fault. The two channels that agree outvote the
erroneous one, so the correct action is taken. Diverse redundancy uses different means to
perform the same function. It is called “diverse” because the redundancy is not achieved
through simple cloning of the channel but through a different design or implementation.

22, Diverse redundancy is also called “heterogeneous.”

Redundant storage of data offers a simple example. In homogeneous redundant storage the
data may be stored three times and compared before use. In diverse redundant storage a
second copy of the data may be stored in ones-complement format or a CRC stashed with the
data. An industrial process can be homogeneously redundant when the control loops are
replicated on identical computers. It can be diversely redundant when a proportional-integral-
derivative (PID) control loop is used on one computer and a fuzzy logic or neural network
algorithm on another to solve the same problem.

Diverse redundancy is the stronger of the two because it protects against systematic as well as
random faults. The idea is that both channels may have faults, but if a different design is used,
they won’t be the same fault, and so the channels won'’t fail in the same way or at the same
time. If a software flaw in the flight control computer turns the plane upside down when you
cross the equator,®® having three different computers containing the same code won’t help on
those flights to Rio de Janeiro.

23. I just hate when that happens.

Software can be redundant with respect to either data or control or both. Data redundancy can
be as simple as storing multiple copies, or as complex as needed. Different types of redundancy



provide varying degrees of protection against different kinds of faults. Many different
mechanisms identify data corruption, such as:

« Parity

« Hamming codes

« Checksums

« CRCs

« Homogenous multiple storage
« Complement multiple storage

Simple 1-bit parity identifies single-bit errors, but not which bit is in error; nor does it protect
against multiple-bit errors (that is, errors in even numbers of bits will not be detected).
Hamming codes contain multiple parity bits to identify n-bit errors and repair (n-1)-bit errors.
Checksums simply add up the data within a block using modulo arithmetic. CRCs provide good
data integrity checks and are widely used in communication systems to identify data stream
corruption. CRCs have the advantage of fairly high reliability with a small size and low
computational overhead.

The data may simply be stored in multiple locations and compared prior to use. A stronger
variant of multiple storage is to store the data in ones-complement form. The ones-
complement form is a simple bit-by-bit inversion of the original data. This latter form protects
against certain hardware faults in RAM such as stuck bits.

Redundant software control replicates controlling algorithms. The system compares the results
from the replicates prior to control signal use. Homogeneous control redundancy is of no use
in the detection of software faults. Diverse redundancy requires different algorithms
computing the result, or the same algorithm implemented by different teams.** The redundant
algorithm can be less complex than the primary one, if it only needs to provide reasonableness
checks.

24. Unfortunately, the faults found in redundant systems written by different teams are not
entirely statistically independent (see Leveson, Safeware). This can be mitigated somewhat by
purposely selecting different algorithms when possible.

Reasonableness checks may be simple and lightweight. If the primary system algorithm has a
simple inverse operation, the reasonableness check may simply invert the result and compare
the answer with the initial data. Algebraic computation usually, although not always, can be



inverted.

In many cases, the inverse operation may not exist or may be too complex to compute. Instead
of algorithmic inversion, a reasonableness check may perform an alternative forward
calculation using a different algorithm, such as using a fuzzy logic inference engine to check a
PID control loop. In this kind of redundancy, it is not always necessary for the secondary
system to have the same fidelity or accuracy as the primary. It may be necessary to check only
that the primary system is not grossly in error. In all but the highest-risk-category devices, a
lightweight, but less accurate, reasonableness check may be sufficient.

Redundancy can implement either feedback error detection or feed-forward error correction.
Feedback error detection schemes identify faults but do not attempt to correct the action.
Instead, they may either attempt to redo the processing step that was in error or terminate
processing by signaling the system to go to a safe shutdown state.

Some systems use feedback error detection to identify when they should enter a fail-safe state.
Many systems do not have a fail-safe state. For example, it may be unsafe for an error in a
computational step of a flight control computer to shut down the computer while flying at
35,000 feet. It may not be a good idea for an unattended patient ventilator to shut down when
it detects an error.

Many systems do have a fail-safe state. A nuclear reactor can safely shut down by inserting its
control rods into the core to dampen the nuclear reaction. An attended ventilator can cease
ventilation, provided that it alerts the attending physician. However, there may be nonsafety
reasons for not forcing the fail-safe state. A high frequency of false negative alarms lowers the
availability of the system, possibly to unacceptable levels. In this case, retrying the
computation may be a better choice, depending on the risk associated with continuing or

stopping.

Feed-forward error correction schemes try to correct the error and keep processing. This is
most appropriate when there is significant risk to shutting the system down, or when the
fault’s cause is unambiguous and correctable. A common implementation of feed-forward
error correction is to reconstruct correct data from partially corrupted values.

Identifying the Hazards

The first step in developing safe systems is to determine the hazards of the system. Recall that
a hazard is a condition that could allow a mishap to occur in the presence of other nonfault
conditions. In a patient ventilator, one hazard is that the patient will not be ventilated,
resulting in hypoxia and death. In an ECG monitor, electrocution is a hazard. A microwave



oven can emit dangerous (microwave) radiation, cooking the tissues of the user. It is not
uncommon for embedded systems to expose people to many potential hazards.

Naturally, a normally functioning system should provide no unacceptable hazards; they should
have all been handled in some way. The identification of the potential hazards is the first step;
the compilation of the hazards forms the initial hazard analysis.

The hazard analysis is a document written at the same time, or even preceding, the system
specification. This living document is continuously updated throughout the development
process. It contains:

« The identified hazards, including
° The hazard itself

° The level of risk

° The tolerance time—how long the hazardous condition can be tolerated before the condition
results in an incident

« The means by which the hazards can arise

° The fault leading to the hazard

° The likelihood of a fault

° The fault detection time

« The means by which the hazards are handled
° How the hazard is detected and mitigated

° The fault reaction (exposure) time

Such a table might look like Table 5.4.

Table 5.4 Hazard Analysis
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In Table 5.4 we can see that hypoventilation is a severe hazard, but one that can be tolerated
for about five minutes. Several different faults can lead to this particular hazard.

The first is that the ventilator just quits working. We see that the system includes a secondary
pressure alarm that detects the fault in 30 seconds and by 35 seconds raises an alarm to the
user. This is an appropriate means for handling the hazard since normal operation requires
attendance by a qualified user. This would be an inappropriate means of control for an
unattended ventilator.

Another fault that can occur is that the user fails to properly intubate the patient; instead of
inserting the endotracheal tube in the trachea, the user manages to put it in the esophagus.
The CO, monitor detects this hazard within 30 seconds. The breathing gas mixture delivered
to the patient lacks significant CO,, but CO, is present in high levels in normally expired gas.
An insufficiently high level of CO, in the expiratory gas means that the patient is not expiring
into the breathing circuit. Thus, a CO, monitor is an appropriate means for handling the
hazard, again provided that an operator is in attendance.

The third fault identified is that the user attaches the breathing circuit hose to the wrong
connectors of the ventilator. This can easily happen in an operating room where there may be
dozens of hoses lying around in the crowded area of the anesthesiologist. Designing different
sizes of connectors eliminates this fault entirely.

The next hazard is that the patient’s lungs are overinflated, producing pulmonary barotrauma.
This is a serious hazard that can also lead to death, particularly in neonates who lack a strong
rib cage. Note that this fault cannot be tolerated for more than 50 ms, so alarming is an
inappropriate measure for handling the condition. Here, a secondary mechanical overpressure
valve releases the pressure before it can rise to dangerous levels. The response time for the
valve is 10 ms, well below the tolerance limit of 50 ms.



Determining the Faults Leading to Hazards

The hazard analysis lists the hazards, as discussed above. Once hazards are identified, the
faults causing the hazards must be determined. FTA is a common method for analyzing faults.
An FTA graphically combines fault conditions using Boolean operators: OR, AND, NOT, and
so on. The typical use is to begin with an unsafe system state and work backward to identify
the causal conditions that allowed it to happen. The analysis can be done from obvious
fundamental faults and propagated forward, as is done with FMEA, discussed later.

The symbols identified in Figure 5.6 represent the Boolean equations for the combination and
propagation of faults into hazards. The AND gate outputs a logical TRUE if and only if all of its
inputs are true—that is, the precursor events have occurred or conditions are present. The OR
gate outputs a logical TRUE if any of its antecedents are true. The NOT gate outputs a TRUE
only if its antecedent is false. The AND and OR gates may take any number of precursor events
or inputs greater than one. The NOT takes only a single input.

Figure 5.6 FTA symbology
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FTA is useful because it shows the combination of conditions required for an accident to occur.
The risk of the accident can be reduced by introducing safety control measures that either
reduce the likelihood of a fault or the severity of the hazardous condition. Safety measures are
sometimes called “AND-ing conditions” because they are combined with an AND operator to
the original conditions, so that for the accident to occur both the original fault must occur AND
the safety measure must fail. It is typical to create a separate FTA diagram for each accident or
hazard you want to avoid.

An example® is shown in Figure 5.7. In this hazard, the unmanned air vehicle (UAV) identifies



targets. Shooting at the wrong thing or not shooting at the right thing are hazards we want to
avoid. The FTA shows the combination of conditions necessary for this hazard to be realized.
Also shown (in dashed lines) are the safety measures. These create the AND-ing conditions,
making it much less likely that the accident will occur.

25. Taken from my book Real-Time UML Workshop for Embedded Systems.

Figure 5.7 Unmanned air vehicle target misidentification hazard
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FTA starts at hazards and tries to identify underlying precursor faults. FMEA starts with all
components and their failure modes and looks forward to determine consequences. A related
technique, FMECA, is also common. These latter techniques are more commonly applied to



reliability analysis than to safety analysis. Many electrical engineers are familiar with FMEA
from reliability assessment, so it is a well-known technique.

FMEA considers a number of fields for relevant fault information and analysis, including:

« Process step—description of where in the system execution the failure occurs

- Potential failure modes—description of the modes of failure

« Potential failure effects—description of the effects of the failure

- Potential causes—description of the causes that led to the failure
 Resolution—recommendations to handle, obviate, or mitigate the failure

« Assignee—the person responsible for identifying and executing the resolution

In addition, the following quantitative data is also captured:

« Severity, for example, measured in the range 1 to 10, from 1 = no effect to 10 = catastrophic
« Likelihood, for example, measured in the range 1 to 10: 1 = 1in 1,000,000; 2 = 1 in 20,000; 3
=11in 5000; 4 = 1in 2000; 5=11in 500; 6 =1in 100; 7 =1in 50; 8 = 1in 20; 9 = 1in 10; 10
=1in 2

« Detectability, for example, measured in the range 1 to 10: 1 = 100%; 2 = 99%; 3 = 95%; 4 =
90%; 5 = 85%; 6 = 80%; 7 = 70%; 8 = 60%; 9 = 50%; 10 = < 50%

« Risk = severity x likelihood x detectability

The quantitative data may be entered for both pre-actions and post-actions—that is, prior to
and after failure mitigation strategies and design elements are in place—to permit the analysis
of the improvement due to the resolutions performed. It is common to use a spreadsheet to
represent all the data related to a specific fault or process-step failure within a single row.

Other techniques have been applied to safety analysis, such as flowcharts, cause-effect graphs,
and cause-consequent diagrams, but not as widely.

Determine the Risks

Risk levels are specified in a number of different industry-specific standards. FDA identifies
three risk classes—minor, moderate, and major—using the definitions in Table 5.5. European



standard IEC 651508 defines four safety integrity levels (SILs) and defines required analyses
and measures for level 1 (lowest) through level 4 (highest). The FAA uses the RTCA standard
DO-178B to specify 5 levels of risk, from level E (no safety effect) up to level A (catastrophic

failure).

Table 5.5 FDA Risk Classes

FDA Level of

Concern Definition
Minor Failures or latent design flaws would not be expected to result
in injury or deach.
Moderare Failures or latent design flaws result in minor to moderate injury,
Major Failures or latent design flaws result in death or serious injury,

Defining the Safety Measures

A safety measure is a behavior added to a system to handle a hazard. There are many ways to
handle a hazard:

« Obviation—The hazard can be made physically impossible

« Education—The hazard can be handled by educating the users so that they won’t create
hazardous conditions through equipment misuse

« Alarming—The hazard is announced to users when it appears so that they can take
appropriate action

« Interlocks—The hazard can be removed by using secondary devices and/or logic to intercede
when a hazard presents itself

« Internal checking—The hazard can be handled by ensuring that a system can detect that it is
malfunctioning prior to an incident

« Safety equipment—The hazard can be handled by the users wearing equipment such as
goggles and gloves

« Restriction of access—Only knowledgeable users have access to potential hazards

« Labeling—The hazard can be handled by labeling, for example: High Voltage—DO NOT
TOUCH



There are many considerations when applying a means of control to a hazard, such as:
« Fault tolerance time

« Risk level

« Presence of supervision of the device: constant, occasional, unattended?

« Skill level of the user: Unskilled or expert users? Trained or untrained?

« Environment in which the system operates

« Likelihood of the fault that gives rise to the hazard

 Exposure time to the hazard due to the detection and response times of the means

« Scope of the fault’s effects: Can the condition that induced the fault also affect the means of

control?

A control measure must factor in all these considerations to effectively handle a fault
condition.

Create Safe Requirements

A reliable system is one that continuously meets its availability requirements. A safe system is
one that prevents mishaps and avoids hazardous conditions. Specifying a safe system often
means specifying negations, such as

The system shall not energize the laser when the safety interlock is active.
or
The system shall not pass more than 10 mA through the ECG lead.

Good specifications do not unnecessarily constrain the design. Safety requirements handle
hazards that are intrinsic to the system functionality in the context of its environment. Design
decisions introduce design hazards—for example, a design that requires a high-voltage input
introduces the risk of electrocution. Requirement specifications generally do not address
design hazards. Design hazards must be added to the hazard analysis and tracked during the
development process. In the context of this chapter and task—initial safety and reliability



analysis—the focus is on the intrinsic concerns of safety and reliability and the addition of
appropriate safety requirements to the stakeholder requirements specification. Design-specific
reliability and safety concerns will be addressed later in the system requirements specification
and directly in the design itself.

Checklist for Initial Hazard Analysis

Creating a complete and accurate hazard analysis is a complex, often arduous, task. The
primary concerns are the following;:

« Does the hazard analysis represent all of the essential hazards of the system?

« Is each hazard quantified as to severity and likelihood?

« For each hazard, are primary faults identified ?

» Are faults quantified with a fault tolerance time?

« Are safety or reliability control measures identified for each hazard and each fault?

« Are the control measures quantified with identification and control action times, and is the
sum of those values less than the fault tolerance time?

« Are the control measures commensurate with the level of risk, according to relevant
standards?

« Has each control measure resulted in one or more requirements in the requirements
specification?

The hazard analysis isn’t required for all projects. It is a work product specific to safety-critical
projects. For those projects to which it applies, it is a living document, initially created during
prespiral planning, but it is updated to reflect additions and changes that take place as a
natural part of design and development activities.

5.3. Developing Stakeholder Requirements

The stakeholder requirements are “high-level” in that they focus almost exclusively on the
concerns of a particular stakeholder—the customer or user of the system. This activity is
concerned with two primary work products: the product vision and the stakeholder



requirements document. Figure 5.8 shows the workflow for this activity.
As shown in the figure, the primary tasks for this activity are:

« Defining the product vision

« Finding and outlining stakeholder requirements

« Detailing stakeholder requirements

« Reviewing stakeholder requirements

Figure 5.8 Developing stakeholder requirements
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These tasks result in two primary work products: the product vision (a high-level overview of
the system and its benefits) and the stakeholder requirements, a rather more detailed
statement of stakeholder needs.



5.3.1. Defining the Product Vision

The product vision establishes the context of the system to be built. This includes the
relevant stakeholders, what they expect from the system, the execution environment, and the
system boundaries (defining what is inside the system and what is outside) and identifies the
primary features. Each feature is characterized only to the extent that the purpose, intent, and
usage of the feature are clear. This document doesn’t include a detailed specification of those
features but sets scope and overall expectations. The product vision serves as a nonnormative
overview of the product scope and intent.

Checklist for Product Vision

To be useful, the product vision must clearly establish the context of the system but not go
beyond an overview level of detail. The primary concerns to be addressed with the product
vision are as follows:

« Is the customer’s need well understood?
« Is the list of stakeholders complete and correct?
« Is there agreement on the boundary and scope of the proposed system?

« Have you identified the constraints on the problem solution, including political, economic,
time, and environmental?

« Have all the key features been identified and are they consistent with the constraints?

 Can someone unfamiliar with the project understand the stakeholders’ need and system
scope from reading the project vision?

The product vision may be skipped for small projects, but it provides a valuable overview for
many different stakeholders, such as customers, marketers, managers, team leaders,
architects, testers, and developers.

5.3.2. Finding and Outlining Stakeholder Requirements
A requirement is defined by the IEEE®® as:



1. A condition or capability needed by a user to solve a problem or achieve an objective

2. A condition or capability that must be met or possessed by a system or system component
to satisfy a contract, standard, specification, or other formally imposed document

3. A documented representation of a condition or capability as in (1) or (2)

26. IEEE Computer Society, IEEE 610.12-1990, |IEEE Standard Glossary of Software
Engineering Terminology (1990), E-ISBN 0-7381-0391-8.

Informally, we take this to mean that requirements define either what the user needs
(stakeholder requirements) or what the system must do (system requirements). Many people
adopt the standard that requirements are “shall” statements that identify clearly a singular
aspect of the need or usage or the system behavior. In any event, good requirements are
correct, clear, complete, consistent, verifiable, and feasible.

The main objective of the task of finding and outlining stakeholder requirements is to clearly
and unambiguously define the requirements the system must fulfill. These requirements must
be stated in the vocabulary of the customer or operational environment and not in terms of the
technology used to design the system. The requirements must be clear, precise, and testable
and, at all times, reflect the stakeholder needs. The stakeholder requirements identify the
individual requirements for each of the features identified in the product vision.

These requirements must be grouped into use cases; a use case is a usage of the system with a
particular intent. It is common that many pages of requirements are clustered together within
a single stakeholder use case. The use case serves as a “chapter” or organizational unit of
stakeholder requirements. Use cases should be named with verb phrases, such as “Track
Tactical Objects,” rather than nouns.

The use cases can be identified and used as organizational elements in the textual specification
in tools such as DOORS or even Word, but they should also be graphically represented in a
UML modeling tool to take advantage of the semantic expressiveness and precision of the
UML.

The steps involved in creating the stakeholder requirements include:
« Identifying and capturing problem-domain terms
« Creating the document organizational structure

« Gathering the stakeholder requirements



« Adding a description for each use case
« Defining the use of legacy systems (actors)
« Defining the user roles (actors)

The key to a good stakeholder requirements specification is that each requirement is clear,
unambiguous, and testable. Organization into use cases is also important, as is a clear
demarcation of the boundary of the system (the stuff you have to create).

Stakeholder or System Requirement?

Stakeholder requirements are in user vocabulary and state a stakeholder need. System requirements
state how the system will meet a stakeholder need. That all sounds fine in the abstract, but what does this
mean in practice? The primary difference between the two is the degree of precision in the system
requirements; system requirements are either stakeholder requirements or are derived from them.
Consider the following requirement categorization for a medical ventilator:

« [stakeholder and system] The user shall be able to set the operational mode to pressure-based, volume-
based, or jet-ventilation modes.

« [stakeholder] The user shall be able to support tidal volumes appropriate for neonates and adults.

« [system] In volume-based mode, the user shall be able to set the tidal volume to values between 100 ml
and 1000 ml in 1 ml increments.

« [stakeholder] The system shall deliver the volume with high accuracy.

« [system] In volume-based mode, the accuracy of volume delivery shall be +2 ml.

« [stakeholder] The respiration rate shall be settable to support all ranges of medical needs.
* [system] The respiration rate shall be user-settable in the range of 4 to 30 breaths/min.

« [stakeholder] The respiration rate shall be delivered with moderate accuracy.

« [system] The accuracy of the delivered respiration rate shall be +2 seconds.

5.3.3. Detailing the Stakeholder Requirements

Detailing the stakeholder requirements document fleshes out the specifications. Stakeholder
use cases are detailed primarily by associating them with textual requirements. Other aspects
of requirements are elucidated, including rationale and traceability (to the product vision
document).



In the model, each use case is detailed with a description and may be more precisely detailed
with sequence diagrams (showing exemplary interactions of the use case) and a state machine
(showing all such scenarios merged together). A recommended template for a use case
description is given in Figure 5.9.

Figure 5.9 Use case description

Name of the use case
Purpose
« States why the system has the capability or the rationale for the clustering of
raquiremenis
« May be written informally (“The purposa of the capability isto .. 7)
Criticality
+ |dentifies the importance of the use case to the success of the system or 1o the usar
Urgency
+ |dentifies how soon the use case is neaded
Description

« Expresses the intent of the use case, its usage, and delineates what the use case
includes, including data and individual steps

Preconditions
« What is true prior to the exacution of the capability?
+« These constraints should apply to all scenarios
Postconditions
» What does the system guarantee to be true after the execution of the use case?
+« These constraints should apply to all scenarios
Constraints
« Additional QoS requirements or business rules for the use case

Some authors include additional fields in the description, such as primary and secondary
scenarios, actors, and so on. I do not recommend that for the simple reason that since I model
the use case diagrammatically, the diagrams (and hence the model) contain that information. I
don’t recommend putting the same information in multiple places when it cannot be
maintained as a single element because this leads to “dual maintenance.” For example, if I
change the primary scenario or an actor, then I must update both the requirements
specification text and the model. I'd really rather have to make the change only once.

5.3.4. Reviewing Stakeholder Requirements

Following the creation of the stakeholder requirements, the development team and the
customer must agree on what is being built. There is nothing worse than spending months to
years building the wrong thing! The review of the stakeholder requirements normally entails a
formal walk-through/review of the textual requirements as well as the use case model. The



sequence diagrams can add a great deal of clarity to the often massive amounts of text.
Customers can be easily taught the fundamentals of sequence diagrams and most find it a
useful way to understand how the requirements interact. As a general rule, I do not expose use
case state machines to the customer, since they require significant technical expertise to
understand.

Checklist for Stakeholder Requirements

The stakeholder requirements document is optional but can provide value for negotiation with
the customer. In many business domains, such as military systems development, the system
requirements specification is used for negotiation with the customer (e.g., military
procurement organization). When it is created, it is important that it establish a common
expectation among the various stakeholders about the needs the system will address. The
concerns addressed by a good stakeholder requirements specification include the following;:

« Are the requirements written using customer (purchaser or user) vocabulary?
« Are the requirements quantified with urgency and criticality?

« Are the requirements consistent with each other?

« Are the requirements atomic (that is, one need stated per requirement)?

« Are the requirements clear and unambiguous?

« Are the requirements precise?

« Is the performance aspect of the requirements clearly and precisely stated?

« Are the required range and precision of the information clearly and precisely stated, where
appropriate?

« Are the requirements verifiable?
« Do the requirements avoid dictating system design?
o Are the requirements traced to the product vision?

Note that in cases where the stakeholders are technically and systems-oriented, this document
is sometimes omitted and the requirements focus will be on the product vision, the system use
cases” (identified in a use case model in this activity), and the system requirements (discussed



in the next chapter). When the customers and users are nontechnical and less system-oriented,
the stakeholder requirements provide a vital bridge to capture the needs of the stakeholders
which the system must ultimately satisfy. At the very least, a use case model is needed that
identifies the use cases and gives a paragraph description for each, even if the use cases are not
detailed more thoroughly than that. For example, Figure 5.10 shows the use case diagram for a
Starfleet ship-based matter transporter.®®

27. The system use cases, by and large, are the stakeholder use cases. They differ in the degree
of precision in the use case details, but the use cases themselves are the same. Sometimes,
system-specific use cases are added to support technical features not readily apparent to the
stakeholder, such as performing a BIT.

28. The system specification for this device is given in Appendix A.

Figure 5.10 Transporter use cases
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5.4. Defining and Deploying the Development Environment

Before a project can begin, the development environment must be defined, implemented, and
configured. The development environment includes the various development tools and the
computing infrastructure to be used (both individual computing workstations and any needed
servers). It may already exist from previous projects, but even then it is usually necessary to



create new baselines for CM, identify the directory structures for work products, and so forth.
In addition, it is necessary to install the development process so that developers know what
they are doing, when they are doing it, and what work products they are producing. If the
process is already in place, it may need to be tailored to take into account project details. The
workflow for this activity is shown in Figure 5.11.

Figure 5.11 Define and deploy the development environment
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The tasks within this activity address the establishment of a work environment to effectively
produce the system under development. These tasks include:

« Tailoring the process

This task customizes the organizational development process for the specific project to take
into account peculiar features of the team, system, customer, or contract.

« Installing the development tools

This task acquires and installs the tools necessary for the team, including word processing,



CM, modeling, compiling, editing, and testing tools.

« Configuring the development tools

This task configures the selected tools to work within the project and team environment.
« Initializing the development tools

This task initializes the tools for the team.

 Launching the development environment

This task launches the development environment for the team to begin work.

5.4.1. Tailoring the Development Process

This task configures the existing development process to be optimal for the current project,
resulting in a document that is usually known as the software development plan. The SDP
is often a large, monolithic textual document depicting the development phases and tasks the
workers will execute, the roles they will play, and the work products they will generate. I prefer
to use a hyperlinked Web site hosted on the development team’s server that provides the
guidance. Open-source tools, such as the EPF Composer® or the commercial RMC from IBM,
manage process content and can publish this content as Web sites of this kind. In fact, all the
graphical process views of the Harmony/ESW process shown in this book are snapshots taken
from the output of one or the other of these tools.

29. See www.eclipse.org/epf for the Composer tool as well as exemplary processes, tutorials,
and guides.

Different projects often have different process requirements. Some common project/product
variations that may profit from process tailoring include:

« Embedded/not embedded

« Real-time/not real-time

« Safety-critical /not safety-critical

« High-reliability/not high-reliability

« Large/small projects


http://www.eclipse.org/epf

« Colocated development/remote development locations

« Update existing product/create new product

« Significant reuse of legacy/“clean slate” projects

« High project risk/low project risk

 Regulated industry/not regulated

« High use of technical (e.g., modeling) tools/low use of technical tools
« High degree of customer oversight/low degree

« Hardware-software codevelopment/software only

The tailoring might be done either by the project leader or by the company process group. If
you're using a standard textual SDP, tailoring the process involves creating a copy of the
baseline SDP and modifying, adding, or removing sections. If you're using a tool such as EPF
Composer or RMC, then your process guidance is already organized into a library of reusable
best practices, so tailoring the process is a matter of updating (via specialization, addition, or
subtraction) of existing process content and republishing the Web site that defines the process
content. The introduction Web page for the Harmony/ESW published content looks like Figure
5.12.

Figure 5.12 Harmony/ESW published process Web page
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5.4.2. Installing, Configuring, and Launching Development Tools

The development tools include any requirements management tools (e.g., DOORS), compilers,
assemblers, linkers, debuggers, IDEs (e.g., Eclipse, or RTOS IDE), modeling tools, and so on
that the developers will use to develop the software. In addition, managers will need project
management software (e.g., Microsoft Project) to schedule and track progress. Of course, it
isn’t enough just to install the tools and their license managers. Many times the tools must be
configured. This includes defining a common set of properties so that work products
developed separately can work together. To configure the development environment, these
common properties must be identified, then deployed across the project team. Of course, the
deployment of this configuration must be tested to ensure that it actually works before
dumping it on the team.

5.4.3. Installing and Configuring the CM Environment

CM is a development tool, but it is special in that it is the primary means for integration of the
work of multiple people. I recommend that a separate worker role, the “configuration
manager,” maintain control over the processes used to build and verify the integration of the
software development work products. This is achieved through the use of CM tools (e.g.,
ClearCase or Synergy). These tools can require complex configuration, so specialist training for
the CM manager is usually required.

The CM plan documents the procedures the developers use to work on their desktops (e.g., to



check in or check out project components on which to work) as well as the rules that apply to
when and how components can be submitted back into the CM environment and the software
baseline. A recommend approach to CM, known as “continuous integration,” is discussed in
the next section.

5.5. Continuous Integration

CM is a crucial activity in projects that involve the creation of multiple work products by
multiple developers—that is, pretty much all projects. Although this is a part of the microcycle
iteration, which is detailed in subsequent chapters, it applies to all the primary microcycle
activities and is performed concurrently with them. For this reason, it makes sense to discuss
it before drilling down into the microcycle details.

Integration is the bringing together of separate components into a cohesive whole (usually a
“build”). Waterfall processes perform integration at the end of the development. This identifies
all kinds of problems that really should have been identified far earlier. The Harmony/ESW
process performs a continuous integration as soon as software development begins.
Typically, a build is created and tested for consistency daily, throughout the project. This
means that integration problems are identified and fixed far earlier and, because the root
causes are much easier to find with a small incremental change, at a far lower cost.

5.5.1. What Is CM?

CM is a technical management activity that focuses on establishing and maintaining the
consistency of a product’s content, behavior, physical attributes, and performance. It was
originally defined by the U.S. Department of Defense as a technical management discipline in
the 1950s.3° Since then, it has become a foundational bedrock on which almost all software
and systems projects are based. CM includes the identification of CIs, management of CI
revisions and versions, provision for accounting and verification of versions and revisions of
CIs, and support for construction of versions of the product with consistent sets of appropriate
revisions of CIs.

30. See, for example MIL-HDBK-61A, “Military Handbook: Configuration Management
Guidance, Revision A” (February 7, 2001), available at
http://assist.daps.dla.mil/quicksearch/basic_profile.cfm?ident_number=202239.

The integrated, coherent set of CIs is referred to as a baseline. In high-quality development
environments, this baseline is integrated, compiled, and tested for basic functionality before it


http://assist.daps.dla.mil/quicksearch/basic_profile.cfm?ident_number=202239

is made generally available to the engineering staff. In some cases, different teams may work
on multiple baselines simultaneously and merge them periodically. In other cases, the CM
manager may maintain a singular baseline against which all of the developers work. In any
case, one of the main challenges of CM is maintaining the interoperability of the CIs in the
context of the baseline. In high-quality CM environments, this is done with frequent
integration/test cycles of the baseline. Because the cost of performing CM poorly is high
(weeks or months lost to getting the system to integrate), the Harmony/ESW process
recommends continuous integration, that is, integrating and performing sanity testing on the
baseline at least daily.

Classically, change management is a part of CM as well, but I prefer to think of them and
model them as related, but distinct, activities. Change management is discussed in Chapter 9.

CIs are any project work products that must be controlled—essentially, all work products.
Requirements engineers write and maintain requirements specifications. Use case analysts
create and maintain use case models. Developers (aka “software modelers”) develop analysis
and design models (including unit test cases) and use them to generate code. Testers write test
plans, test cases, and test fixtures. All of the artifacts are CIs, often multiple CIs, that must be
managed and controlled. In this book I am primarily concerned with the software analysis and
design elements: UML models, source code, test cases, and the like.

Traditional CM involves managing independent CIs and integrating them at the end of the
project. Tradition has failed to keep up with the demand for highly capable, and hence
complex, system functionality. Harmony/ESW recommends a process known as continuous
configuration management, in which CIs are integrated and validated continuously
throughout the development process. This is described in the next subsection.

5.5.2. Continuous Configuration Management

Two primary roles are involved in CM. The first is the creator role that creates and/or
modifies the CIs. The second is the CM manager role that accepts the CIs, integrates, and
validates them.

The creator creates or modifies the CI and then submits the CI in a task known as “Make
change set available.” The creator must perform quality assurance activities on his or her own
desktop prior to releasing the CI. For software elements, this involves both unit testing and
making sure that the element interacts properly with the baseline used by the development
staff. The creator wants to ensure that the changes he or she has made to the elements don’t
break the baseline. The creator does this by loading a copy of the baseline on his or her
desktop and performing a build with some set of tests.



The CM manager receives the submitted CIs (also known as “change sets”). Typically, the CM
manager receives multiple CIs from multiple engineers. He or she must then take those
updated CIs, integrate, and validate them. If the CIs break the build or the existing
functionality of the product, the CIs are kicked back to the developers for repair. The workflow
for the CM manager role is shown in Figure 5.13.

Figure 5.13 Continuous configuration management
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This task involves adding the CIs into the CM workspace and building the resulting system. In
continuous configuration management, this is done at least daily. This first step ensures that
no obvious syntactic or interface errors exist within or between the CIs. It also involves loading
the resulting binary image onto the appropriate target environments. These may be target
processors, desktop computers playing the role of the target processors, or simulators.

The next step for this task is to run a set of integration tests. These are sometimes referred to
as “smoke tests” (as in “See if the machine bursts into flames”). These tests focus on two
aspects. The first is the integration of the architectural software elements (components or



subsystems). Test cases will emphasize testing various services invoked across the component
boundaries. The second set of test cases focuses on functionality. The test cases also exist to
ensure that previously existing functionality isn’t broken by new changes and that new
functionality works as expected. The integration tests are usually a subset of the validation
tests because they must be run frequently, so execution time and ease of execution are
important issues.

If the test fails, then, with the developers’ help, the defects are isolated into their respective
CIs, and those ClIs are kicked back to their creators for repair. If the tests succeed, then a new
baseline with the new changes is created and released to the team at large. This means that the
new changes become available to developers only when they have demonstrably not broken the
system and have at least continued to provide existing functionality. In this way, the team can
move forward effectively. The worst case occurs when a single team member can cause the
entire team to halt because his or her defects have broken everyone’s ability to construct the
system. If this occurs, it is a sign of poor CM procedures and poor developer quality assurance
(unit testing).

Making the Baseline Available

The task of making the baseline available is mostly a matter of updating the CM workspace so
that when developers check out CIs, they get the new elements. The task involves updating the
change descriptions so that developers can see the current interface and functionality contents
of the baseline. It may also involve updating installation and deployment instructions and
release notes, as necessary and appropriate.

Managing Integration Tests

In parallel with baseline oversight, test cases for the integration must be managed as well. In
the beginning, there are no tests, obviously, so the configuration manager must define a
minimal set of tests that can be used to differentiate good change set submissions from poor
ones. The product subsystem and component architecture (see Chapter 7, “Agile Design”)
defines the connection points of the components and their interfaces. The microcycle mission
identifies which interfaces, and which services within the interfaces, will be created during the
initial prototype development. Subsequent microcycles will have their own mission statements
and will identify the interfaces, functions, features, and use cases to be added. Further, as a
result of prototype definition (Chapter 6, “Agile Analysis”), sequence diagrams representing
required interactions at the architectural level detail the use cases being realized. Some set of
these can be used for the CM integration tests.



Within this context, the configuration manager works with the developers to identify the initial
set of tests to get the baseline started. Over time, as more features are realized and more
interfaces are used, test cases are added to the integration tests. This is an ongoing task
performed by the CM manager role in parallel with the continuous integration of the evolving
baseline.

5.6. Coming Up

This chapter hashed out what is done during project initiation for Harmony/ESW projects.
Three key activities are performed here, prior to the start of software development: prespiral
planning, creating the stakeholder requirements, and defining and deploying the development
environment.

Prespiral planning includes creating the initial schedule and cost estimates, organizing the
project team, organizing the work products, planning for reuse, risk reduction, and product
safety and reliability. Stakeholder requirements specify stakeholder needs and are typically
stated at both overview (product vision) and detailed (stakeholder requirements) levels of
abstraction. These will later trace to system requirements and ultimately to system design and
test work products. Last, the development environment must be defined and deployed to the
project team. This includes tools, processes, and training for the team.

Once these predecessor activities are complete, we're ready to start the project. The project is
run as a series of incremental development efforts, each expanding and elaborating on the
efforts that came before. This incremental cycle is known as the microcycle (see Figure 4.10).

The microcycle consists of three primary tasks done in sequence. First, analysis details the use
cases and the system requirements to be implemented in the current microcycle. This
microcycle phase focuses on the essential properties of the product for those use cases,
resulting in a CIM and a PIM, also known as the use case model and object analysis model.
This workflow is described in the next chapter.

The second step in the microcycle is design. This phase focuses on the optimization of the PIM
against the weighted set of design criteria, including but not limited to the product QoS (e.g.,
performance). This takes place at three levels of design: architectural, mechanistic, and
detailed. The design phase is covered in Chapter 7.

Before going on to validation testing, it is common (although not necessarily required) to
conduct model-based (and to a lesser degree source code) reviews. The main purpose of these
reviews is not to inject quality—after all, these reviews come well after unit testing—but to



ensure adherence to the architectural guidelines and to disseminate information about the
internal content of components to interested parties. This topic is discussed in Chapter 9.

The last primary phase of the microcycle is testing. This phase performs detailed black-box
validation testing of the prototype against the current requirements captured within the use
cases. In addition, regression testing is performed by applying at least a subset of the test cases
from previous microcycle iterations. This is covered in some detail in Chapter 8.

There is an activity performed in parallel with the primary microcycle phases called “Prepare
for validation testing.” In this parallel activity, test cases and testing infrastructure are created
and modified to support the effort of the final testing phase of the microcycle. This topic is also
discussed in Chapter 8.

Finally, at the end of the microcycle, there is a short review of the project status, known as the
increment review, or more informally as the “party phase.” In this half-day to two-day effort,
the project performance against plan is examined. The party begins in Chapter 9.



Chapter 6
Agile Analysis

In this chapter, we drill down inside the microcycle. The microcycle, you will no doubt recall
from Chapter 4, “Process Overview,” is the core iterative component of the entire
Harmony/ESW process. Before we begin the microcycle iterations, the overall process (shown
in Figure 4.5) shows that both prespiral planning and the “Develop stakeholder requirements”
activities have been completed. This means that at minimum, the following things are true:

« A schedule containing the microcycles, their expected completion dates, and their allocation
to resources has been created.

« The team is organized and structured.
« A risk reduction plan, with identified RMAs, has been created.
« The stakeholder requirements have been developed and organized into use cases or features.

« The use cases to be realized in the current microcycle have been selected from the
stakeholder requirements.

« The model structure has been created.
In addition, where appropriate, the following additional tasks have been performed:

« If the project will create reusable assets or include significant reuse of previously developed
elements, then a reuse plan is in place.

« If the system is either safety-critical or high-reliability, then an initial safety and/or
reliability analysis has been performed with appropriate artifacts, such as FTA, FMEA, and
hazard analysis.

Each microcycle focuses on the construction of a high-quality, validated realization of some
functional aspects of the system; that is, the microcycle realizes, in terms of requirements,
analysis, design, and implementation, some small number of use cases in the evolving system.
The microcycle takes a large, complex problem and breaks it down into a set of linearly
separable subproblems, each of which is an order of magnitude simpler and/or smaller than
the entire product. The evolving product is incrementally constructed via the creation of these



smaller builds, each of which adds new functionality. At critical milestone points, the
prototype® can be released outside the development team to customers or users for evaluation
or deployment.

1. Remember from Chapter 1 that we use the term prototype to mean a validated version of the
real system that may lack some of the intended functionality. These prototypes are not meant
to prove a point and then be discarded; instead, they contain the real code to be shipped in the
system. The prototype is created incrementally throughout the project until it is complete and
can be released as a commercial product or as a component in a released system.

Analysis is the first phase of that microcycle. As can be seen in Figure 6.1, analysis consists of
two activities. The first of these—prototype definition—specifies and elucidates in detail the
requirements to be designed, implemented, and validated in the current microcycle. This use
case model and the (optional) system requirements specification are the primary forms of the
requirements. In MDA terms, this is known as the CIM (computation-independent model)
because it specifies what must be done but not the computational elements needed to do it.

Figure 6.1 Analysis in the Harmony/ESW microcycle
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The second activity is object analysis. The work in this activity constructs a working functional
model of the system, functional in the sense that it correctly implements the functionality
specified in the prototype definition. Within object analysis, source code is generated,
compiled, and unit-tested, resulting in a high-quality, tested version of the system. The object



model resulting from object analysis is known in MDA terms as the PIM (platform-
independent model) because it emphasizes functionality but defers platform-specific and
optimization issues. The work isn’t done at the end of object analysis, since the model still
requires design optimization. That topic is discussed in Chapter 7, “Agile Design.”

In keeping with the principles and practices of agile methods, the analysis work is done with
continuous or at least highly frequent execution, code generation, and unit testing. At the end
of the analysis phase, the use case model organizes and details the requirements, representing
them with model-based concepts such as sequence diagrams and state machines. The object
model realizes these requirements, or at least the functional ones, with class diagrams,
sequence diagrams, state machines, and activity diagrams. Unit-level test vectors are usually
represented with sequence, activity, or state diagrams. Throughout analysis, the project
baseline is continuously integrated and tested to ensure that all of the components under
development collaborate properly.

6.1. Prototype Definition

Prototype definition, the first activity in the analysis phase, consists of a number of individual
tasks (see Figure 6.2). Most of them are order-independent and so are shown as parallel
activities. A few of them, such as “Specify user interface” and “Manage safety and reliability
requirements,” are optional, depending on the nature of the project and product. At the end of
the prototype definition activity, the requirements to be realized in the current microcycle are
clear, precise, unambiguous, and complete to the best of our ability to make them so.

Figure 6.2 Prototype definition workflow
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Figure 6.2 may seem a bit intimidating as it contains a large number of tasks. Remember,

though, that the scope of the prototype definition activity is to produce a use case model for a
very small number of use cases—typically two to five—and must be completed in a week or
less. The overall microcycle time frame, including the design, implementation, and test, is on
the order of four to six weeks, and this activity is just one of the pieces that must be completed
in that time frame. It is crucial that the work stay within that modest scope.

Let’s discuss each of these tasks in turn.

6.1.1. Plan the Iteration

The purpose of this task is to document the elements of the prototype to be created and
enumerate the work items to be completed. This includes detailing the schedule for the scope
of the current prototype—typically the next four to six weeks. The purposes of the work done
are to:

« Select the use cases from the stakeholder requirements to be realized
« Update the risk management plan

« Prioritize elements in the work items list

« Detail the schedule for the current iteration

« Write the microcycle mission statement



The scope of the iteration plan is the upcoming microcycle, typically only a few weeks long.
Nevertheless, this document guides the work and focus for that period.

Selecting the Use Cases

The first step is to select the use cases to be realized. The overall project schedule already plans
which use cases should be realized, but this step reevaluates and/or confirms those choices. If
different use cases or features are to be realized, then the overall plan must be updated as well.

Given that there are potentially many use cases for the system but only a few can be done
within a given microcycle, how do we decide which use cases should be done now and which
should be deferred? Many criteria can be justifiably used to select the order in which use cases
are realized in different prototypes. These criteria include

« Risk

e Infrastructure

« Availability (of information or needed resources)
e Criticality

« Urgency

« Simplicity

The first of these, risk, is my primary criterion. If all other things are equal, I prefer to resolve
high-risk use cases as early as possible. Ignoring risk, you may recall from earlier discussions,
is the leading cause of project failure. I prefer to have an exponential washout risk reduction
curve such as the one in Figure 1.8. This is best achieved by attacking the highest-risk use cases
first. These use cases may be high-risk because of any number of issues, including unfamiliar
technology, lack of information, lack of specific required resources, technical difficulty, or
ambiguous requirements.

On the other hand, some use cases provide the technical infrastructure required for the
development of others. A use case such as Per f or m Basi ¢ Connuni cat i on provides
infrastructure required for the use case Provi de Secure Encrypted Communi cation. In addition,
some use cases are just too large to be constructed in the standard microcycle time frame.
Such use cases can be decomposed with the «i ncl ude» relation into “part” use cases that can be
done within a single microcycle. For example, a use case such as Track Tactical Objects may

be decomposed into a series of four or five use cases providing incremental functionality, with



one of them being realized in each successive microcycle. Thus, some use cases may be
scheduled early because their realization provides functionality required by more complex
ones.

In many projects, certain features may be well understood from a requirements point of view,
while others are not yet settled. In such a case, it is reasonable to realize the more stable
requirements while others work on refining the customer’s needs for the unsettled ones. This
allows the development team to make progress while those other details are being resolved. In
other cases, resources, such as personnel with specialized training or devices (for instance,
hardware platforms or simulators), required for implementing or testing a use case may not be
available until later in the project. Such use cases can be deferred until the required resources
become available.

The criticality of the use case is a measure of the value a use case brings to the user; the higher
the criticality, the greater the value to the user. The urgency of a use case refers to how soon
that capability is needed. While these two parameters are independent, a combination of the
two can be used to select use cases for early realization. Less critical or urgent use cases can be
deferred.

The last criterion is simplicity. This is appropriate only when introducing the process or
development technology to a team. A simple use case gives the developers an opportunity to
practice the development approach on an easier problem to gain experience and confidence.

Most of the system use cases are none other than the stakeholder use cases, but they differ in
that the former contain more precise requirements. These more precise requirements typically
include specific quantitative ranges and qualities of service. The systems (or software) engineer
adds that technical detail during the prototype definition activity. If the stakeholder
requirements are already very precise because the stakeholders are technically skilled, then
these use cases and textual requirements can be used more or less directly. If not, then system
requirements must be derived from stakeholder use cases by adding the necessary precision. In
addition, some use cases may be added to the system use case model that don’t directly impact
a stakeholder need but are added for some technical purpose. Installation, configuration,
power-on test, and built-in test use cases are often added at the system level, for example.

Updating the Risk Management Plan

This step looks at the risk management plan primarily to select the RMAs appropriate for the
current microcycle and add them to the work items list. In addition to that, however, the list of
risks should be examined to see if it is current. Any new risks should be added to it and
quantified by their severity and likelihood. Resolved risks should be marked as such. In



addition to the development work, risk must be mitigated in each microcycle. These RMAs
must be scheduled into the detailed microcycle plan.

Prioritizing Elements in the Work Items List

The work items list is nothing more than a prioritized list of work to be done. I follow the
convention of using a scale of 1 to 10, the lower number being a higher priority. Most of these
work items will be known defects that need repair, change requests, and so forth. This list is
often maintained in a spreadsheet such as that shown in Table 6.1. This format allows sorting
on different columns (such as assignee, priority, state, or target microcycle) and filtering as
desired.

Table 6.1 Work Items List

Size

Estimate Effort Effort
Name/ {points or Target Remaining  Applied
Deseription Priority  hours) State Microcvele  Assignes  (hours) {hours)
Background 10 2 hr Submitted 3 Sam 2
wrong color
for all dialog
boxes

It

Bursty k) 4 hr In process Bruce 1 3
interrupts

cause system

to hang

Change request — — Rejected as — — — -—
to improve infeasible

communication

throughput to

20K datafsec

Evaluate 4 13 hr Complete 1 Susan 0 12
Highlander

CORBA ORB

on target

Typical states for work items might be:
e Submitted

« Pending

 In progress

« Complete



* Rejected

The work items list is an important work product since it guides the work to be done within
the microcycle. The key elements are the requirements and related artifacts (e.g., use cases),
but other important elements include known defects to be repaired and RMAs.

Detailing the Schedule for the Current Iteration

The microcycle schedule is a detailed schedule of the current microcycle, so it is limited to a
few weeks in scope. This schedule must identify the planned start time, effort, and sequence
for the work items to be resolved and the developer work to be performed during the
microcycle. The schedule must also assign specific personnel to work items. The project
manager will track this schedule frequently (normally daily) so that problems and roadblocks
can be identified and resolved as quickly as possible. The techniques and methods for creating
this schedule are the same as those discussed in Chapter 5, “Project Initiation,” for the overall
project schedule.

Writing the Microcycle Mission Statement

The microcycle mission statement can be an informal document, but it is important because it
lays out the crucial aspects of the work to be done within the current microcycle. The
microcycle mission statement summarizes all of the information gathered in the other steps of
the “Plan iteration” task. These are:

« The list of use cases to be realized

« The list of work items to be realized in this microcycle, including
° The list of RMAs

° The list of defects to be repaired

° The list of changes to be made

« The target platforms to be supported

« The architectural intent for this prototype

 Any external items required for this microcycle



The target platform is mentioned because it often changes in the course of a project. Early
prototypes may run only on the desktop or lab system because of the lack of supporting
hardware. Over time, as the target platforms, sensors, and actuators become available, they
can be added into the target environment.

The architectural intent is discussed in more detail in the next chapter, but for now it is
enough to note that the Harmony/ESW process identifies five primary architectural views as
well as a number of views of secondary importance. The primary views are:

« Subsystem and component view
« Concurrency and resource view
« Distribution view

« Safety and reliability view

« Deployment view

Secondary views, such as information assurance (e.g., security), data management, and
dynamic QoS management, are also legitimate candidates for architectural intent.

Not all of these views are necessarily reflected in the final system, let alone within a specific
prerelease prototype. For example, the first prototype might specify the subsystem and
component architectural view, but the concurrency view might be deferred until microcycle 3,
and the distribution view might be added in microcycle 4. The safety and reliability view might
never be added if the system has no safety-critical or high-reliability requirements. This aspect
of the microcycle mission statement clearly identifies the architectural intent for the prototype
to be produced in this microcycle.

Note

A subsystem is a large-scale architectural element that allocates requests for services to internal parts for
processing. This is essentially the same definition as a component. In the UML, a subsystem is a
metasubclass of a component. In my usage, a subsystem is the first level of decomposition of a system,
whereas components represent the decomposition of subsystems; that is, systems contain subsystems,
and subsystems contain components.

External items that may be required for a microcycle include computing environments (such
as embedded computer boards), sensors, actuators, simulators, or test equipment (for



example, in-circuit emulators or logic analyzers). The microcycle mission statement must
explicitly identify such needs to ensure that they are visible to the project manager and other
project staff.

6.1.2. Specifying the User Interface

Not all embedded systems have user interfaces, so this task is optional. However, for systems
with a significant UI, it provides crucial guidance on how to create the operator-machine
interface. The human factor engineer, a trained professional in the analysis of user workflows,
typically performs this task, which has three main steps:

1. Analyze user workflows.
2. Create the UI prototype.
3. Write the UI specifications.

User workflow analysis® seeks to understand how users interact or will interact with the
system to perform their work functions. For example, what are the tasks that a UAV pilot must
perform? Do the tasks differ depending on mission state? Do they differ depending on mission
type? What is the information needed to perform the detailed tasks? How should that
information be organized? What is the priority of that information? What can the system do to
support decision making and pilot action? This analysis will result in a set of user interaction
concepts that will drive the specification of the UL

2. See, for example, JoAnn T. Hackos and Janice C. Redish, User and Task Analysis for
Interface Design (New York: John Wiley & Sons, 1998), or Larry L. Constantine and Lucy A.
D. Lockwood, Software for Use: A Practical Guide to the Models and Methods of Usage-
Centered Design (Reading, MA: Addison-Wesley, 1999).

It is not uncommon to construct a “throwaway” prototype that illustrates the user interaction
concepts. This executable system can be demonstrated to users for the elicitation of feedback.
Such a prototype is “throwaway” in the sense that it is not shipped to the user (it has no real
functionality and isn’t scalable to support the user need), but it can persist throughout the
project as an executable user interface specification. For one medical project, I wrote about
30,000 lines of Visual Basic for an anesthesia system to demonstrate how the user (the
anesthesiologist) could perform the various duties of configuring a device for a medical
procedure, performing different kinds of procedures, and interacting with other remote
systems (such as labs and the hospital information network). This code was not shipped with
the system but did provide valuable feedback on the efficacy and acceptability of the Ul



concepts.

The primary output of this task is the UI specifications. This document details the user
interaction concepts; lays out the screens, widgets, data fields, and user controls; and describes
the constraints within which they must work. The behavior of the UI element is best described
in formal language such as activity diagrams or state machines.® Use cases that interact with
human users via these UI concepts must be realized consistently with this UI specification in
addition to their functional and QoS requirements.

3. An interesting reference in this regard is Ian Horrocks, Constructing the User Interface
with Statecharts (Reading, MA: Addison-Wesley, 1999).

6.1.3. Detailing the Use Cases

Detailing the use cases entails expanding them from the stakeholder requirements, which are
cast entirely in terms of user vocabulary and user need, to include the necessary system
precision. Only the use cases to be realized within the current prototype are elaborated at this
time. Care must be taken to ensure that the new use cases are still focused on a black-box
perspective and on system requirements, not on implementation. The later task “Use case
white-box analysis,” described below, allocates portions of the use cases to internal system
architectural elements. This task is entirely focused on deriving the system use cases from the
stakeholder use cases and interacts strongly with the parallel task, “Detail system
requirements.”

The Harmony/ESW process emphasizes model or system execution as the principal means for
ensuring that the development team is doing the right thing. This is also true with respect to
requirements; that is, the Harmony/ESW process emphasizes creating executable use case
models as the way to get high-quality, correct, and consistent requirements. This is especially
important if the stakeholder requirements are vague and ambiguous; if the system has novel
and perhaps poorly understood needs; if the system provides significantly new technology, Ul
concepts, or functionality; or if the cost of poor requirements is high.* If the system is low-risk
and a minor extension to already well-understood system concepts, then the execution may be
omitted.

4. Transportation, medical, military, and aerospace systems typically have a very high cost for
requirements that are unclear, imprecise, or ambiguous. In these domains, executable
requirements models are highly encouraged.

The steps involved in detailing the use cases are:



1. Identify the primary (“sunny-day”) scenarios.

2. Capture the main flows in an activity diagram (optional).

3. Identify the secondary and exception (“rainy-day”) scenarios.
4. Validate the scenarios with the stakeholders.

5. Specify the use case state machine.

6. Establish traceability to the stakeholder requirements and use cases.

Identifying the Primary (“Sunny-Day”) Scenarios

A scenario is an exemplar for a use case; that is, it is a path through the use case that captures
a specific set of messages in a specific order, annotated with optional constraints. If you
change either the messages or their order, then it becomes a different scenario. A use case is
normally detailed with between a half-dozen and several dozen primary scenarios, and an
equal or greater number of secondary scenarios. Each scenario should have at least three
messages, but most will have between a half-dozen and two dozen messages. Also, because the
point of view of these scenarios is black-box, the only elements allowed to send or receive
messages are the system (or the use case—either may be used in this context) and the actors.”

5. An actor is an element in the system environment with which the system interacts. When a
use case is drawn with an association to an actor, it means that the system and that actor
exchange messages during the course of executing that use case.

By far the most common way to represent scenarios in the UML model is as sequence
diagrams.® It is sometimes useful to use UML 2’s interaction operators such as opt (optional),
alt (alternative), loop, or parallel. These allow more expressiveness in the sequence diagrams
but are basically a structured way to show more than one scenario on a single diagram. While
this is OK to some degree, it can be easily overdone. I recommend nesting these operators no
more than three deep; more than that makes the scenario very difficult to understand.
Further, because these scenarios will be used downstream both for driving the engineering
work and for test cases, it is better to have more but simpler scenarios than fewer but
impenetrably complex ones.

6. Since this book focuses on process, I don’t explain the syntax or semantics of the UML
elements discussed. For an in-depth tutorial on the topic, see my Real-Time UML, Third
Edition, and for practice building real-time and embedded systems, refer to my book Real-
Time UML Workshop for Embedded Systems.



Messages can be synchronous or asynchronous, as appropriate. Individual messages or sets of
messages can be restricted by constraints. In this context, these constraints are usually QoS
(e.g., maximum execution time, required bandwidth, or reliability), data limitations (e.g.,
subranges or default values), or pre- and postconditions. The point is to understand the flow of
the scenario well enough to support the identification of internal elements and their behavior
as well as the testing of those elements.

I also recommend a comment on the diagram (although some people prefer to put this in the
internally stored description field for the diagram) that contains an overview of the diagram,
including:

« Name of the use case being detailed
« Name of the sequence diagram

« Name of the scenario

e Description

« Preconditions

« Postconditions

« Other constraints not otherwise visible on the diagram

Note

Most of the examples in this and later chapters are for the Starfleet ZX-1000 Transporter System. This is a
matter transport device that works by creating a quantum tunnel, binding quarks from the source location
to the target, and transporting the matter stream via the quantum tunnel. The requirements specification
for this system is in Appendix A.

Figure 6.3 shows the high-level sunny-day scenario for the Per sonnel Transport use case
shown in Figure 5.10 from the previous chapter. Because this scenario is rather long, it is
decomposed into steps, each of which is captured in a nested scenario. These scenarios are
shown in Figures 6.4 through 6.8. The scenarios for simpler use cases will often fit on a single
page, but for a medium- to large-scale system, these figures representing a single use case
scenario are typical in terms of their length and complexity. I'm not going to kid you—complex
systems are complex. And messing around with the 4000 petajoules required for transport is a



highly safety-critical concern; one major mistake and there goes the space-time continuum.
(But at least your luggage always arrives with you!)

Figure 6.3 Basic Personnel Transport scenario (high-level)
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The actual use case would have scenarios not only for the sunny-day platform-to-platform
transport but also for the platform-to-site (no target platform) and site-to-platform (no source
platform) scenarios and various other variants. In addition, there would certainly be several
dozen error scenarios to show what happens if the personnel are not properly within the
transport chamber, if the platform is already locked out, if the range is too far or the
interstellar medium too dense, if the rematerialization error rate is too high, and so on. These
figures show only one of the sunny-day cases.

Most technical books show you trivial examples. In this book, I've tried to give real-world-scale
examples; this means that I will be unable in such a short book to show you the entire model
for the system. It also means that many times the diagram will not fit conveniently on a single
page. The scenarios shown in this chapter and the later diagrams are typical for a use case of
this scale. Remember that each use case typically represents anywhere from 4 to 20 pages of
requirements.



Figure 6.3 shows the “master” for the scenario, in the sense that the subsequent figures are
represented by the sequence diagram references (Ref blocks) in the figure.

Figure 6.4 shows the first referenced sequence diagram. It focuses on setting up for a platform-
to-platform transport.

Figure 6.4 Set Up Platform-to-Platform Transport scenario
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Figure 6.5 is the second referenced sequence diagram. It focuses on initiation for
transportation.

Figure 6.5 Initiate Transport scenario
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Figure 6.6 is the third referenced sequence diagram. It shows how the transport itself is
actually accomplished as an interaction of the system with the actors.

Figure 6.6 Perform Transport scenario
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Figure 6.7 is the fourth referenced sequence diagram. It shows how the completed transport is
validated as complete and correct.

Figure 6.7 Validate Transport scenario
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Figure 6.8 is the last sequence diagram referenced in Figure 6.3. It shows how the completion
and cleanup of the (successful) transport occur.

Figure 6.8 Complete Successful Transport scenario
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Capturing the Main Flows in an Activity Diagram (Optional)

To understand the major (sunny-day-only) flows, many people like to create an activity
diagram of the flows. The actions of the activity diagram are the services invoked by the
messages in the different scenarios. The branch points indicate different scenarios; each
branch point indicates a variant in which a different path is taken based on a different
message arriving or due to different conditions (e.g., state or value causing a different action
to be executed).

This activity diagram is used as a scratch pad and is usually discarded once the set of
scenarios, paths, actions, and branch points are understood. The activity diagram usually does
not show the error (rainy-day) scenarios. It is used as a stepping-stone to identify additional
scenarios and to move to the normative specification, the use case state machine.



Identifying the Secondary and Exception (“Rainy-Day”’) Scenarios

The rainy-day scenarios capture the flows that occur when something unexpectedly goes
wrong, such as when a precondition is violated, a failure occurs, or an error becomes manifest.
The rainy-day scenario usually shows how the unexpected event or condition is detected and
what corrective actions should be taken.

The difficult part of drawing the rainy-day scenarios is that there are normally two orders of
magnitude more rainy-day scenarios than sunny-day ones. This is dealt with by two primary
approaches. The first is the notion of exception set. An exception set is a set of exception
conditions that, while unique, are identified and handled in exactly the same way.

For example, imagine a patient ventilator that delivers a shaped breath with a certain
frequency (respiration rate), volume (tidal volume), pressure, and gas mixture. The exception
condition is that no gas is actually delivered to the patient. This can be attributed to a number
of root causes:

« The gas supply is depleted.

« The gas supply delivery valve breaks.

« The gas hose disconnects from the gas supply.

« The gas hose disconnects from the ventilator gas input.

« The gas hose has a kink or obstruction.

« The breathing circuit disconnects from the ventilator gas output.
e The breathing circuit has a kink or an obstruction.

« The ventilator pump fails.

In all these cases, both the detection means (flow sensor on the breathing circuit) and the
corrective actions (alarm to raise the awareness of the attending physician) may be the same.
In that case, only one scenario is necessary for all of these faults. The fault should be given a
general name, such as GAS_DELI VERY_FAULT, and a constraint should be added to indicate the
actual concrete faults that belong to this set. This is illustrated in Figure 6.9.



Figure 6.9 Ventilator gas delivery fault scenarios
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You can see that there are far more exception cases than normal cases. For just the one
primary scenario illustrated in Figure 6.3 to Figure 6.8, look at all the things that can
obviously go wrong;:

« The personnel can be misaligned on the platforms.
« The transporter platform scanner can fail.

« The power can fail.

» The pattern buffer can fail.

« The targeting system can fail to lock.

» The targeting scanner can fail.

« The target can be incompatible.

» The system can fail to get a target lock grant.

« The storage of the pattern can fail.



« The stored pattern can fail to validate.

« The target platform can reject the transport requirements.

« The quantum tunnel can fail to stabilize.

 The quantum binding can fail.

« The quantum packets can fail CRC check.

« The error rate can be too high.

« The quantum binding can fail to unbind (error disconnecting).
« The packets can fail to reclaim.

« The pattern buffer can fail to clear.

 The quantum singularity powering the whole system can explode, destroying the space-time
continuum.

And those are just some of the essential fault scenarios!

Let’s consider the situation in which the transporter scenario Validate Transport (Figure 6.7)
fails because the error rate is too high (say, 1in 10’ bits instead of the limit of 10° bits). In that
case, what’s a Starfleet engineer to do? “Bend over and kiss your sa-hut” goodbye!” isn’t a very
satisfying answer, regardless of how much fun it might be to say. Figure 6.10 shows the
scenario for this case, a variant of Figure 6.7. Note that this scenario includes a reference to
Figure 6.6 to show that the source pattern buffer is retransmitted.

7. See the Klingon Language Institute on the galactic Web, http://www.kli.org/.

Figure 6.10 Validate Transport high error rate scenario


http://www.kli.org/
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The second way that rainy-day cases can be dealt with doesn’t involve drawing every scenario,
but rather ensuring that the use case state machine represents every case. Do you need to do
this? Absolutely—provided that you want to specify what the system should do in fault
situations. This kind of depth of analysis is required for all essential faults (faults that can be
present in all acceptable design solutions) and especially in safety-critical or high-reliability
systems. Later in design, more fault scenarios will be added to address the inessential faults—
the faults that are potentially introduced because of specific design decisions. The creation of
the use case state machine will be discussed shortly.

Validating the Scenarios with the Stakeholders

One of the best aspects of using sequence diagrams to capture scenarios is that nontechnical
stakeholders (e.g., customers and marketing staff) can be readily taught to read and
understand them. This makes them more valuable than written textual specifications for
stakeholder review for this purpose.? The customers and users know their intended workflows



and are often domain experts, so they can provide invaluable feedback as to the correctness
and reasonableness of the scenarios.

8. However, it is best to have both sequence diagrams and the stakeholder requirements text
for this purpose.

Specifying the Use Case State Machine

The use case state machine is a normative specification of the system executing the use case.
Each scenario may be considered to be a transition path within that state machine. This
includes both sunny-day and rainy-day scenarios. For complex systems, this can be . . . well,
complex. For this reason, I recommend the use of the UML state machine features to help
manage the complexity, using features such as nested states, and-states (states executing in
parallel), and submachines (nested states shown on separate diagrams with a link from the
primary composite state in the original diagram).

Messages from the actors to the system will show up as events triggering transitions on the
state machine. Messages from the system to the actors are actions on the state machine.
Testable conditions used to select branches from transition junctions or to qualify when a
transition should be taken are shown as guards on the relevant transitions.

If you want to create an executable use case, then I recommend that you create a class that
represents the use case and specify that class with the state machine. UML does permit use
cases to be specified by state machine, but there are some technical advantages to using a class
for this purpose. For one, a number of tools support code generation and execution of classes
but not use cases. Second, UML doesn’t provide a notation to show connection points (ports)
on use cases, but there is such a notation for classes. This is valuable because it means that you
can use the class diagram to show the interfaces provided and required by the different ports
connected to different actors. This information is valuable in the construction of the interface
documentation that specifies how the actors and the system will interact.

Figure 6.11 shows the high-level state machine for the use case Personnel Transport. The icons
at the bottom of several of the states on that diagram indicate that they have nested state
machines (known as submachines) shown in other diagrams. These are shown in Figure 6.12
through Figure 6.17.

Figure 6.11 Platform-to-Platform Transport use case state machine
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Figure 6.12 shows the submachine for the Scanni ngst at e. It focuses on the orthogonal

processing of scanning the source location for material to transport.

Figure 6.12 Scanni ngSt at e State machine
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Figure 6.13 shows the submachine for states of the target platform.



Figure 6.13 Tar get Pl at f or nSt at e State machine
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the matter stream is incoming or outgoing.

Figure 6.14 shows the details of the submachine for the Prepari ngFor Transport state. The and-
states execute in parallel. You can see that the state machine manages a number of different
concerns regarding the preparation for transport, such as the validity of the source platform,
the transportation mode, the pattern storage, whether the remote platform exists, and whether

Figure 6.14 Prepari ngFor Transport State machine
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Figure 6.15 shows the submachine for the transport itself, sequencing the activities that
perform the actual matter transportation.

Figure 6.15 Transpor ti ng state machine
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Following the transportation, the result must be validated. Figure 6.16 shows the how this
occurs in terms of checking each quantum packet for errors and performing error criticality
analysis to determine success or failure.

Figure 6.16 val i dati ngTransport Sstate machine
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Figure 6.17 shows the sequence of actions necessary to complete the matter transportation
process, including both successful and unsuccessful terminations.

Figure 6.17 Fi ni shi ngTransport Sstate machine
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Establishing Traceability to the Stakeholder Requirements and Use Cases

Traceability is useful for both change impact analysis and to demonstrate that a system meets
the requirements or that the test suite covers all the requirements. It is also useful to
demonstrate that each design element is there to meet one or more requirements, something
that is required by some safety standards, such as DO-178B.°

9. DO-178B is an RTCA standard used for avionics and other safety-critical domains. See
http://www.rtca.org/.

Traceability can be done either through the creation of requirements diagrams, such as the one
shown in Figure 6.18; with traceability tools, such as Telelogic DOORS' from IBM Rational;
or through the creation of requirements traceability matrices, such as that shown in Figure
6.19.

Figure 6.18 Personnel Transport requirements diagram
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10. DOORS is the preeminent requirements management tool in use in the real-time and

embedded industry.

6.1.4. Generating System Requirements




This task creates the system requirements specification from the stakeholder requirements for
the use cases to be realized in the current spiral. Use cases deferred to later microcycles are not
within the scope of this effort. The purpose of the system requirements is to enable a system
that meets the stakeholders’ needs to be developed. This usually means that more precision,
particularly in qualities of service and data type and ranges, is required than in the stakeholder
requirements. As mentioned before, if the stakeholders are problem-domain experts (e.g.,
physicians for a medical system, or Starfleet engineers for a transporter system), then the
users may already be accustomed to this degree of precision. If that is true, then the
stakeholder and system requirements become a single document.

6.1.5. Managing Safety and Reliability Requirements

This task is essentially a follow-on from the “Perform initial safety and reliability analysis”
activity from the prespiral planning activity. The same analytical means (e.g., FTA and FMEA)
are used, and the hazard analysis is augmented to include the more precise requirements
specified at the system level. Based on the system characteristics, additional hazards may be
introduced; these will require additional safety measures that will be delineated in the system
requirements.

6.1.6. Use Case White-Box Analysis

So far, the requirements have been “black-box”—that is, they’'ve all been specified from the
external viewpoint only. Stakeholder requirements are expressed in user vocabulary and focus
on customer and user needs, whereas system requirements focus on specifying the system
properties to meet those needs. In both cases, the requirements still can’t “see” inside the
system at all and are solely concerned with input/output data transformations, requestable
services, and externally visible behaviors. White-box analysis begins to allocate the
requirements into large-scale architectural elements (subsystems or components).

This is necessary for large projects that use teams of teams to build systems. It is very common
to have different teams develop different subsystems and an integration team bring those
architectural elements together for validation. When this is true, the subsystem teams need
very clear specifications of what they are developing. Textually, these can be “subsystem
specifications”—the same as the system specifications but limited in scope to a single
subsystem. Large-scale subsystems have the same need for specifications as do systems, and
so we will construct a use case model for each of the subsystems.



Note

If the subsystems are relatively simple, it may only be necessary to decompose system services into
messages to various subsystems and allocate those services to the subsystems. They may not need to be
clustered into use cases at the subsystem level. In general, if there are only a couple of dozen messages
allocated to a subsystem, they can be managed without resorting to subsystem-level use cases. However,
when the number of messages to which a subsystem must respond exceeds 50, then clearly subsystem
use cases are called for.

Furthermore, be aware that if the project is small enough that the system doesn’t require
teams of teams, this step can be skipped and the team can go on to object analysis at this
point.

The actions involved in white-box analysis include
« Understanding the subsystem architecture
 Bottom-up allocation or top-down allocation

o Detailing the subsystem-level use cases

- Validating the subsystem-level use cases

These steps are explained in detail in the following sections.

Understanding the Subsystem Architecture

A subsystem is a large-scale architectural element that allocates requests for services to
internal parts for processing. A subsystem contains elements that are cohesive around a
common goal and are more tightly coupled internal to the subsystem than to elements in other
subsystems. For example, a medical anesthesia device may have subsystems such as User
Control Panel, Ventilator, Drug Delivery, Patient Monitor, ECG, and Gas Delivery. Each
subsystem may have 3 to 10 engineers working on it. For these engineers to work effectively,
they need to understand, clearly and precisely, the responsibilities of their subsystem and the
interfaces (both provided and required) among the subsystems.

In terms of UML, a subsystem is nothing more than a structured class (class with parts). A
subsystem diagram is nothing more than a class or structure diagram that shows the
architectural elements. Figure 6.20 shows the subsystem architecture for the transporter
system. Each subsystem has a description of responsibilities and a set of connection points



(ports) that are defined by the messages that they support.

Figure 6.20 ZX-1000 Transporter subsystem architecture
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For example, Figure 6.21 describes the responsibilities of the Phase Transition Coils subsystem.
Each subsystem will have a similar description.

Figure 6.21 Sample subsystem description



Object : PhaseTransitionCoils in 2{_1000_Transporter_System * -

General  Description |.PdtﬂbL.Ftes| ﬂparaﬁonsl Paorts I Flelationsl Tags I Fmpatiesl

=

Phase Transition Coils Subsystem

The system contains 8 total phase transition coils subsystems. These
subsystems are located in the transport chamber. These subsystems
manipulate the scanned and quantum bound quarks of the matter to be
transmitted. For cargo, this subsubsystem will perform molecular
resolution while for living biomatter, quantum-leve| resolution required.
This is performed by commanding the appropriate scanner set
depending on mode. The phase transition coils work in concert phasing
the guantum binding states of the source matter and the target matter
as it is rematerialized.

The phase transition coils are responsible for binding and unbinding the
guantum states of the source and target matter. The phase transition
coils are also responsible for reclaiming the source material, i.e. after
unbinding the quantum states, the matter is converted into energy and
stored within the power system.

Locate Ok Apply

Bottom-Up Allocation

Bottom-up allocation means that the system-level sequence diagrams are decomposed to show
the contribution of the different subsystems. The easiest way to do this is to use the “lifeline
decomposition” feature of UML for every system-level sequence diagram for the use case
under consideration, to show how the subsystems work together to realize that scenario.
Consider the scenario shown in Figure 6.5, Initiate Transport. How do the subsystems work
together to realize that?

Figure 6.22 shows the same scenario as Figure 6.5, but note that the use case lifeline includes
the link “ref Initiate Transport WB.” This tells us that the lifeline is decomposed; that is, the
very same scenario is shown in a more detailed perspective in another diagram. This diagram
shows the internal subsystem interactions necessary to realize this scenario.

Figure 6.22 White-box scenario ready to be decomposed
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The referenced scenario is shown in Figure 6.23. Note that multiple subsystems from Figure
6.20 show up as lifelines on this diagram. Also note the ENV lifeline at the left—this is the
“glue” that binds this scenario to the nondecomposed one; that is, messages going into the use
case lifeline in the parent scenario come out of the ENV lifeline in the decomposed one.
Similarly, messages coming out of the use case lifeline in the parent scenario go into the ENV
lifeline in the decomposed one. In this particular case, no messages are shown because Figure
6.23 is further decomposed into more sequence diagrams.

Figure 6.23 Initiate Transport white-box scenario
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The first of these—Phase 1—is shown in Figure 6.24. This diagram shows how the subsystems



interact up to the point of the parallel interaction fragment operator in the parent. We can see
the involvement and responsibilities of the Gperat or Consol e, Targeting Scanner, Phase

Transition Coils,and so on.

Figure 6.24 Initiate Transport Phase 1 white-box scenario
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The next two figures (Figure 6.25 and Figure 6.26) show the internal processing of the two
parallel regions in Figure 6.23. The point is, though, that the white-box scenarios show the
allocation of services and responsibilities to the different subsystems. When this is done for all
the scenarios within a use case, the set of services allocated to a subsystem becomes a part of
its provided interfaces. The messages that are sent from one subsystem to another become a
part of its required interfaces. When a subsystem offers an interface that another requires, the
two can be connected across compatible ports.

Figure 6.25 Initiate Transport Phase 2a white-box scenario
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